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Abstract. We study the local and global well-posedness of the initial value

problem for the class of nonlinear dispersive PDEs of the form

ut −Mux + F (u)x = 0, t ∈ R,

where u = u(x, t), x ∈ R or x ∈ T. Here M is a linear operator, given in the

Fourier space by the multiplication operator: M̂v(ξ) = |ξ|2β v̂(ξ), β ≥ 1
2

and F

is a nonlinear (sufficiently) smooth function. This equation is a generalization
of the Korteweg-de Vries (KdV) equation (β = 1), the Benjamin-Ono (BO)

equation (β = 1
2
) and the fifth-order KdV equation (β = 2). The nonlinearity

can be very general, but a certain growth condition must be imposed in order

to obtain global results. Roughly speaking, we impose that (F ′(r))+ grows

at most like |r|p as r → ∞, for some p < 4β. Global existence of solutions
is, therefore, intimately related to the balance between the strength of the
nonlinearity and the dispersion relation. The semigroup methods developed

by Goldstein-Oharu-Takahashi are being succesfully applied here. Most of the
results are presented in the periodic case (i.e. x ∈ T), but they are also valid
in the real line case (when x ∈ R).

1. Introduction

In this paper1 we focus on the local and global (in time) well-posedness for the
following Cauchy problem written in general form:

du

dt
−Mux + F (u)x = 0,(NDE)

u(0) = u0,

with the linear dispersive term −Mux, M being the linear operator given by a
multiplication operation in the Fourier space: M̂v(ξ) = |ξ|2β v̂(ξ), β ≥ 1

2 . The
nonlinearity is of the form F (u)x = F ′(u)ux, with F : R → R a (sufficiently)
smooth function satisfying the following growth condition:

lim sup
|r|→∞

F ′(r)
|r|p

<∞ for some p < 4β.(C)

In many situations it is instructive to consider the particular nonlinearity F (u)x =
upux, for some power p ≥ 1, (with the convention up = |u|p−1u for non-integer pow-
ers p). For integer powers p = k, one obtains the (KdVk) equations (see below),
which exhibit many of the phenomena of interest to us. We address the question of
global existence of solutions and well-posedness in the Sobolev spaces Hs(T). Our
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results are also valid in the context of Hs(R), but we shall not focus on this case
since it is similar to and slightly easier than the Hs(T) case.

1.1. Motivation. We begin by mentioning some of the previous work done in the
literature. Many authors have studied the initial-value problem for the generalized
KdV equation:

ut + uxxx + F (u)x = 0,(GKdV)

u(0) = u0,

and, in particular,

ut + uxxx + ukux = 0,(KdVk)

u(0) = u0.

Here x ∈ R (real line case) or x ∈ T (periodic case). The first result on global well-
posedness for (GKdV) was proved by Bona and Smith [14] in 1978, for the classical
KdV equation, i.e. F (u) = u2

2 . Later, Kato [46], in 1983, developed a theory for
quasi-linear evolution equations, and applied it to equation (GKdV). This was the
first place where it was realized that global existence of solutions depends in a
precise way on the nonlinearity. In a series of papers, e.g. [1], [9], [13], Bona et al
have studied the more general forms of this equation, with generalized dispersion
relations. See also Dix [31], Ginibre-Velo [37], [38], Saut [65].

It is worth noting that the signs of the dispersion term and of the nonlinearity
play an important role in the global existence of the solution u(t). As it will be seen
in Chapter 4, global existence in time is guaranteed by the uniform boundedness of
the Hβ(T) norm of the solutions. If condition (C) is assumed, this uniform bound
can be automatically derived from the conserved quantities. The condition p < 4β
imposed in (C) is essential to guarantee the boundedness of the norm mentioned
above, hence the global in time existence of solutions. For β = 1 and p ≥ 4, Bona et
al, [10], obtained numerical evidence of blow-up of ux in finite time. In the critical
case p = 4, Martel and Merle proved in a series of papers (e.g. [58], [59]) that
finite time blow up indeed occurs for certain H1 data. An interesting analysis of
self-similar blow-up solutions, but not in the usual energy spaces, appeared in [16].
In general, for p ≥ 4β, one can still get uniform bounds for the Hβ-norm of the
solution if the initial data are small enough (in a sense to be made precise later).

A different but related question which has been extensively addressed in the
literature is that of obtaining optimal results with respect to the smoothness of
the solution. That is, one is interested in solving the Cauchy problem for ”rough”
data. This direction has been pursued in the literature through the leading work
of Kenig, Ponce, Vega (see [49], [50], [51], [52], [53], [54]), Bourgain ([17], [18],
[21]), Staffilani ([67]), Colliander et al ([28]). Most of the methods used are applied
also to other dispersive equations, such as the nonlinear Schrödinger equation and
the Zakharov system. A related question is the growth of the Sobolev norms of
solutions of such systems. Results have been obtained in this direction in [67] and
[22]. In the present work we do not concentrate on optimal values of s. Instead we
plan to study the relationship between the dispersion effects and the strength of
the nonlinearity in the usual functional setting of the Sobolev spaces.
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1.2. Review of semigroup theory. In this section we place our results in the
context of semigroup theory, by recalling two fundamental results, namely the Hille-
Yosida theorem and the Crandall-Liggett theorem.

Let X be a Banach space. A continuous one parameter semigroup on X is a
family of operators T : {T (t) : X → X}t≥0 satisfying the following properties:

T (t+ s) = T (t)T (s), for all t, s ≥ 0

T (0) = I

lim
t→0

T (t)f = f, for all f ∈ X.

In case the operators T (t) are linear and bounded, T = {T (t)} is usually called a
C0-semigroup and satisfies the growth condition ‖T (t)‖ ≤Meωt for some constants
M > 0 and ω ∈ R. By change of norm tricks, one may consider only (C0) contrac-
tion semigroups: ‖T (t)‖ ≤ 1 for all t ≥ 0. (See, for instance, [40].)

The linear case is well understood. Any C0-semigroup can be represented as
T (t)f = u(t), where u(t) is the solution of the Cauchy problem

du

dt
= Au

u(0) = f ∈ X.
(1.1)

Moreover, A can be defined as

Af = lim
t→0

T (t)f − f

t
, D(A) = {f ∈ X|Af ∈ X}.

Conversely, A generates a C0-contraction semigroup iff D(A) = X and for all λ > 0,

Range(I − λA) = X,(1.2)

‖(I − λA)−1‖ ≤ 1.(1.3)

Then the semigroup T and the solution u of (1.1) are given by

(1.4) u(t) = T (t)f = lim
n→∞

(I − t

n
A)−nf ;

u is a strong solution if f ∈ D(A) and a mild solution in general (see [40]).
The Crandall-Liggett-Bénilan theory extends this to nonlinear operators. Let

ω ∈ R and let Aω = A− ωI. Suppose that, for all (small) λ > 0,

Range(I − λAω) ⊃ D(Aω),(1.5)

‖(I − λAω)−1‖Lip ≤ 1,(1.6)

i.e. if λ > 0 and ui − λAωui = hi, i = 1, 2, then ||u1 − u2|| ≤ ||h1 − h2||. Then

T (t)f = lim
n→∞

(I − t

n
Ā)−nf

(where Ā is the closure of A) defines a strongly continuous semigroup T on D(A)
satisfying ||T (t)||Lip ≤ eωt for all t ≥ 0. This is the Crandall-Liggett theorem (see
[30]). Bénilan defined in [5] mild solutions and showed that u(t) = T (t)f is the
unique (global) mild solution of (1.1) whenever f ∈ D(A).
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For the semilinear problem
du

dt
= Au+B(u),

u(0) = f,
(1.7)

where A generates a (linear) C0-contraction semigroup T on X and B need not
be linear, a mild solution is by definition a continuous function u : [0,∞) → X
satisfying

u(t) = T (t)f +
∫ t

0

T (t− s)B(u(s))ds,

for all t ≥ 0. Building upon earlier work of Oharu and Takahashi [61], [62], Gold-
stein, Oharu and Takahashi ([43], [42]) developed a semilinear Hille-Yosida theory
and applied it to the generalized KdV equation (GKdV) corresponding to β = 1.
For the usual KdV equation, if S = {S(t) : t ∈ R} is the group which governs the
Cauchy problem, then on all the Sobolev spaces, ||S(t)||Lip = ∞ for all t 6= 0. Thus,
the Crandall-Liggett-Bénilan (C-L-B) theory does not apply.

Here is the precise statement of the Oharu-Takahashi theorem [61]. Consider C
to be a closed convex subset in X and ϕ a convex, lower-semicontinuous functional
on X, with C ⊂ D(ϕ). A generates a C0-semigroup T satisfying ‖T (t)‖ ≤ eω0t for
some ω0 ∈ R and B is a locally Lipschitz operator defined on C with respect to ϕ,
in the following sense: For any r > 0, there exists ω = ωr such that

(1.8) |B(u)−B(v)| ≤ ωr|u− v|, whenever ϕ(u) ≤ r, ϕ(v) ≤ r.

Then the following theorem holds true.

Theorem 1.1. Let a, b ≥ 0 be given. Then there is a locally Lipschitz semigroup
S = {S(t) : C → C|t ≥ 0}, with respect to ϕ, consisting of continuous mappings on
C, and satisfying

S(t)f = T (t)f +
∫ t

0

T (t− s)B(S(s)f)ds,(1.9)

ϕ(S(t)f) ≤ eat(ϕ(f) + bt), t ≥ 0,(1.10)

for all f ∈ C, if and only if, for all r > 0, there is λ0(r) > 0 such that for all
f ∈ Cr and 0 < λ < λ0(r), there is an fλ ∈ D(A) ∩ Cr satisfying

fλ − λAfλ − λB(fλ) = f(1.11)

ϕ(fλ) ≤ ϕ(f) + bλ

1− aλ
.(1.12)

In [43], the authors realized that in fact, the sufficiency in the theorem above
remains valid even in the absence of the convexity of the functional ϕ. This led us
to generalize the result for non-convex functionals and apply the abstract semilinear
theory to the Cauchy problem (NDE). As it will become clear in the next chapter,
in our application the functionals are not all convex. For the abstract result that
we will use, see Theorem 3.1.

It is worth mentioning that the first treatment of dispersive equations of KdV
type via semigroup methods was done by T. Kato in a series of papers [44], [45],
[46]. Kato developed a semigroup theory for the local and global well-posedness
of the Cauchy problem for a large class of quasi-linear equations and applied it to
the generalized KdV. Our semilinear theory is different in nature, is based on a
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different point of view, and gives well-posedness directly.

1.3. Main results. Our main goal here is to prove global well-posedness of the
Cauchy Problem for (NDE) in the periodic case, using an explicit method for gen-
erating solutions and obtaining - at the same time - estimates for different norms
of the solution. The generating method has been developed in a general setting
by S. Oharu and T. Takahashi and applied to different systems (reaction-diffusion,
Navier Stokes, phase-field equation). J. Goldstein has extended their method to
cover equations such as (KdV) and (GKdV), and then applied this method success-
fully to the real line case, [41], [43]. One of our purposes here is to show that the
semigroup approach fits also the periodic case. Our main result concerning (NDE)
is stated below:

Theorem 1.2. The Cauchy problem (NDE) is globally well-posed in Hs(T) with
s = max{2β, 3

2 + ε} for some ε > 0, provided that the growth condition (C) is
satisfied and we are in any of the following cases:

• β = 1 and s = 2;
• β = 1

2 and F ′(u) = u and s ∈ ( 3
2 , 2];

• β > 3
2 and s = 2β.

For 1
2 < β ≤ 3

2 , β 6= 1, (NDE) is locally well-posed in Hs(T), with s = 2β for
β > 3

4 and s ∈ ( 3
2 , 2β + 1] for 1

2 < β ≤ 3
4 .

In particular, we obtain well-posedness results for (GKdV), when β = 1.

Theorem 1.3. The Cauchy problem for the periodic (GKdV) equation is globally
well-posed in H2(T).

Theorems 1.2 and 1.3 also hold in the real-line case, i.e. on Hs(R), with
s = max{2β, 3

2 + ε} and ε chosen as in Theorem 1.2. In both cases, the growth
condition (C) on the nonlinearity is assumed.

The plan of this paper is as follows. In Section 2.1 we introduce the notation
and some known facts we will use in the sequel. We then define the operators and
the functionals which will allow us to treat the Cauchy problem (NDE) using an
abstract theorem. Section 2.3 contains a motivation for our choice of the functionals
ϕj , at least in the special cases when β = 1 and β = 1

2 . Chapter 3 is devoted to
the abstract semilinear Hille-Yosida theorem. The proof of the abstract theorem is
contained in Sections 3.1 and 3.2. The continuous dependence of solutions on the
initial data is formulated in Section 3.4. Finally, in Chapter 4 we prove that the
operators defined earlier, in Section 2.2, satisfy all the assumptions that make the
abstract semilinear theory work. We conclude with a discussion of our results and
related open problems.

2. Formulation of the results

In this section we will state the main results, but we start by introducing the
appropriate notations and analytic tools we will use throughout this work.
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2.1. Notations. The standard notation for Sobolev spaces will be used. L2(T)
is the usual space of square integrable functions defined on [0, 1] with the L2 -
norm denoted by |·| and inner product (·, ·). For k = 1, 2, . . ., Hk(T) = {u ∈
Hk

loc(R) | u is 1-periodic } is the classical Sobolev space of periodic functions, which
can be identified with {u ∈ Hk[0, 1], ∂ju(0) = ∂ju(1) for j = 0, 1, . . . k − 1}. Here
∂ = ∂x is the first order differential operator with respect to the space variable x.

For u ∈ Hk(T) define the seminorm | · |Hj , respectively the norm ||| · |||Hk by

|u|Hj =
∣∣Dju

∣∣ =
∣∣∂j

xu
∣∣ , 0 ≤ j ≤ k,(2.1)

|||u|||Hk = (
k∑

j=0

|u|2Hj )
1
2 .(2.2)

The corresponding (semi) inner products are denoted by (u, v)Hj = (∂ju, ∂jv) and
(((u, v)))Hk =

∑k
j=0(u, v)Hj .

We now introduce the fractional order Sobolev spaces and fractional order deriva-
tives. Recall the Fourier transform of u ∈ L2(T):

û(ξ) =
∫

T
u(x)e−iξxdx, ξ ∈ Z,

and the inverse Fourier transform

u(x) =
1
2π

∑
ξ∈Z

û(ξ)eiξx, x ∈ T.

The fractional order derivative operator is defined in terms of D = (−∂2
x)

1
2 , so that

D̂su (ξ) = |ξ|s û (ξ) .
For any s ≥ 0, not necessarily an integer, the Sobolev space Hs(T) is defined as:

Hs(T) = {u ∈ L2(T) :
∑
ξ∈Z

(1 + |ξ|2)s |û(ξ)|2 <∞}.

An equivalent way to define these (fractional order) Sobolev spaces is Hs(T) =
{u ∈ L2(T) : Dsu ∈ L2(T)}. An equivalent norm, which will be frequently used in
the sequel, is given by

‖u‖2
Hs =

∑
ξ∈Z

(1 + |ξ|2s)|û(ξ)|2.

We will make use, throughout this work, of the spaces of periodic functions with
‘mean’ zero

Ḣs (T) = {u ∈ Hs(T)|
∫

T
u = 0}.

On these spaces, we will use the following (homogeneous) norm, equivalent to the
Hs-norm introduced earlier:

|u|Ḣs =

∑
ξ∈Z

|ξ|2s|û(ξ)|2
 1

2

.

Clearly, |u|Ḣs = |Dsu|.
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Let V0 = L2 (T) with the usual norm. For β ≥ 1
2 , we introduce the following

convenient notation:

(2.3) V1 = Ḣβ (T) , V2 = Ḣ2β (T) , V3 = Ḣ2β+1 (T) .

We will choose to work with the following norms on the V1, V2, V3 spaces, respec-
tively:

|u|1 =
∣∣Dβu

∣∣ ,(2.4)

|u|2 =
∣∣D2βu

∣∣ ,(2.5)

|u|3 =
∣∣D2β+1u

∣∣ .(2.6)

The following inequalities are true, for any u ∈ Ḣβ(T), with β > 1
2 :

|u|∞ ≤ c
∣∣Dβu

∣∣ ,(2.7)

|u|2∞ ≤ C |u|2−
1
β

∣∣Dβu
∣∣ 1

β .(2.8)

The first inequality (2.7) is easy to prove. For u ∈ Ḣβ(T), we have û(0) = 0. Thus,

|u|∞ ≤ 1
2π

∑
ξ∈Z

|û(ξ)| = 1
2π

∑
ξ 6=0

|û(ξ)|

≤ 1
2π

∑
ξ∈Z

|ξ|β− 1
2−ε|û(ξ)|, for some 0 < ε < β − 1

2
,

≤ 1
2π

(
∑
ξ 6=0

|ξ|−1−2ε)
1
2 (

∑
ξ 6=0

|ξ|2β |û(ξ)|2) 1
2

= c|u|Hβ .

The second inequality (2.8) is a particular case of the more general Gagliardo-
Nirenberg type inequality (see [2]).

Proposition 2.1. (Gagliardo-Nirenberg) For any u ∈ W β,r(T), and 0 ≤ α ≤
β, α

β ≤ a ≤ 1,

(2.9) |Dαu|Lp ≤ C |u|1−a
Lq

∣∣Dβu
∣∣a
Lr ,

where
1
p
− α = (1− a)

1
q

+ a

(
1
r
− β

)
.

Notice the generality of the above result. Our inequality (2.8) is the particular
case when α = 0, p = ∞, q = r = 2, a = 1

2β .

The estimates (2.7) and (2.8) do not hold for β = 1
2 . This is because H

1
2

is continuously imbedded in Lp, for any p < ∞, but not in L∞. Thus, for the
Benjamin-Ono equation, one needs different estimates. See Section 2.3 for the case
β = 1

2 .
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2.2. A, B, C and functionals ϕj. The linear operator A = D2β∂x, with domain
D(A) = H2β+1+s(T), is skew-adjoint on any of the spaces Hs(T), and it generates
a group of isometries {T (t)|t ∈ R} on each Hs(T). This is easy to see since Âu(ξ) =
iξ|ξ|2β û(ξ) for u ∈ Hs(T). The same argument applies to the restriction of A to
Ḣ2β+1(T) = V3, and {T (t)|t ∈ R} is also a group of isometries on Ḣs(T). In
particular,

|T (t)v|k = |v|k , for v ∈ Vk, k = 0, 1, 2, 3.

Define a nonlinear operator B on Ḣ1(T) by

Bu = −∂F (u) = −F ′(u)∂u.

Clearly, B : Ḣ1(T) → L2(T) and, more generally, B : Ḣk(T) → Ḣk−1(T). Note
that the only thing needed so far is for F to be smooth enough.

Let us introduce the following functionals:

ϕ0(u) =
1
2

∫
T
|u|2, on V0(2.10)

ϕ1(u) =
1
2

∫
T
|Dβu|2 −

∫
T
G(u), on V1(2.11)

ϕ2(u) =
1
2

∫
T
|D2βu|2 − 4β + 1

4β + 2

∫
T
F (u)D2βu+

4β + 1
4β + 2

∫
T
I(u), on V2(2.12)

ϕ3(u) =
1
2

∫
T
|D2β∂u+ ∂F (u)|2, on V3.(2.13)

Here G(u) =
∫ u

0
F (r)dr and I(·) satisfies I ′′(u) = (F ′(u))2, I(0) = I ′(0) = 0.

These functionals are lower semi-continuous on the corresponding spaces and, in
particular, on H2β+1. They are also bounded on bounded sets in Vj , more precisely:

B is a bounded set in Vj , for 0 ≤ j ≤ k and k = 0, 1, 2, 3, implies
sup{ϕj(f) : f ∈ B} <∞ for all 0 ≤ j ≤ k.

The reason for this choice of the functionals will be made clear in the next section.
For now we just mention that in the integrable cases, Korteweg-de Vries (β = 1)
and Benjamin-Ono (β = 1

2 ), where F ′(u) = u, these are just three of an infinite list
of invariants.

Let g = g(r) > 0 be a C1 increasing function and m = m(t, α) the maximal
solution of the initial value problem

m′(t) = g(m(t)), t ≥ 0,(2.14)
m(0) = α,

where α ∈ R. When necessary, we will write m(t, α) = mg(t, α).
Our main result concerning the existence of solutions for the nonlinear dispersive

equation (NDE) is stated here:

Theorem 2.2. Let β ≥ 1
2 . Under assumption (C) on the growth of the nonlinearity,

the Cauchy problem (NDE) is well-posed in Hs(T), with s = max{2β, 3
2 +ε}, (ε > 0

is as in Theorem 1.2), for arbitrary initial data u0. Moreover, there exists a C1
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function g such that the following estimates hold when u0 ∈ Hs(T):

ϕ0(u(t)) = ϕ0(u0),(2.15)

ϕ1(u(t)) = ϕ1(u0),(2.16)

ϕ2(u(t)) ≤ mg(t, ϕ2(u0)), for t ≥ 0,(2.17)

where mg is the solution of the initial value problem (2.14). If u0 ∈ H2β+1(T), then
there exists ω0 depending only on a bound for |u|Hs on [0, T ] so that

ϕ3(u(t)) ≤ eω0tϕ3(u0), for t ∈ [0, T ],

for any T > 0.

From now on it is sufficient to assume F (0) = 0 and to restrict all our calculations
to initial data belonging to Ḣs, i.e. with zero mean, instead of the whole Hs

. This is possible (without loss of generality) due to the fact that the mean of
the solution u(t) is constant in time, so F (u) in the equation can be replaced by
F̃ (u) = F (u+ c)− F (c), c =

∫
u.

The choice of the function g mentioned in the theorem depends on β and on
the nonlinearity F . Our well-posedness theorem is global in time, provided that
the solution m of dm/dt = g(m) exists for all t ≥ 0. We have shown this to
be true whenever β > 3

2 and when β = 1. It also holds for β = 1
2 and F any

quadratic polynomial. For any other case of a pair (β, F ) for which one can show
that m exists globally in time, then (NDE) is globally well-posed. Thus, local well-
posedness assertions in our theorems are actually global in all such cases where m
exists globally. Since (β, F ) determine many possible choices of g, it seems likely
that our result are of a global nature in cases where we do not assert this.

The proof of Theorem 2.2 will be given in Chapter 4 and will be a consequence
of the abstract theorem presented in the next chapter. As it will become trans-
parent later, if p ≥ 4β in the assumption (C) on the growth of F , global existence
of solutions will still be guaranteed, provided that the Hβ norm of the solution
is uniformly bounded. This can be accomplished, for example, by requiring the
smallness of the initial data. See Proposition 4.8.

2.3. Apriori estimates for the cases β = 1, β = 1
2 . In this section we will find

apriori estimates on the functionals introduced in the preceding section, for the
special cases β = 1 and β = 1

2 . In what follows we assume u(t) is a real, smooth,
classical solution of the equation

(2.18)
∂u

∂t
+ ∂3u+ ∂F (u) = 0.

Here ∂ = ∂
∂x . This is exactly (NDE) for β = 1, as D2 = −∂2. In the sequel we

show how the functionals introduced earlier give estimates on the Hs norms. Note
also that we will work only with real valued solutions of (2.18). In general, if the
initial data u0 is real valued, then x 7→ u(x, t) is real valued on T for all t ∈ R.
Thus, restriction to real solutions u(x, t) is equivalent to restricting to real initial
data u0(x).
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The first two functionals are conserved along solutions:

ϕ0(u) =
1
2

∫
T
|u|2,(2.19)

ϕ1(u) =
1
2

∫
T
|∂u|2 −

∫
T
G(u),(2.20)

with G′(r) = F (r), G(0) = 0 . Indeed, using the fact that ut = −(∂3u + ∂F (u))
and the fact that ∂ is skew adjoint in L2, one obtains

d

dt
ϕ0(u(t)) =

∫
T
uut = −

∫
T
u(∂3u+ ∂F (u)) =

∫
T
∂u∂2u+

∫
T
F (u)∂u

=
∫

T
∂[

1
2
(∂u)2 +G(u)] = 0,

d

dt
ϕ1(u(t)) =

∫
T
∂u∂ut −

∫
T
F (u)ut = −

∫
T
(∂2u+ F (u))ut

=
∫

T
(∂2u+ F (u))∂(∂2u+ F (u)) = 0.

The conservation of the first functional gives a uniform bound on the L2 norm of the
solution. The second conserved functional gives a uniform bound on the H1-norm
only when the growth condition on the nonlinear function F is imposed. Thus, in
the absence of this growth condition (C) for F , one needs to find apriori uniform
bounds for solutions. This can be done if the initial condition is sufficiently small
in H1 norm.

Let us consider now the third functional, which in general will not be conserved
along smooth solutions. We will show how the value of the constant γ = 5

6 appears.
Thus consider

ϕ2(u) =
1
2

∫
T
(∂2u)2 + γ

∫
T
∂2uF (u) + γ

∫
T
I(u)

where I ′′(u) = (F ′(u))2, I(0) = I ′(0) = 0. From the computation below it will
be transparent that if F ′(u) = u (corresponding to (KdV)) or F ′(u) = u2, (for
(KdV2)), or even if F ′(u) is a general quadratic function, then ϕ2 is indeed con-
served, and belongs to the list of infinitely many conserved functionals for these
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integrable equations.
d

dt
ϕ2(u(t)) =

∫
T
∂2u∂2ut + γ

∫
T
∂2utF (u) + γ

∫
T
∂2uF ′(u)ut + γ

∫
T
I ′(u)ut

=
∫

T
∂3u∂(∂3u+ ∂F (u))− γ

∫
T
∂2F (u)(∂3u+ ∂F (u))

− γ

∫
T
∂2uF ′(u)(∂3u+ ∂F (u))− γ

∫
T
I ′(u)(∂3u+ ∂F (u))

=
∫

T
∂3u∂4u+ (1− γ)

∫
T
∂3u∂2F (u)− γ

∫
T
∂2F (u)∂F (u)

− γ

∫
T
∂2uF ′(u)∂3u− γ

∫
T
(F ′(u))2∂u∂2u− γ

∫
T
I ′(u)∂3u

− γ

∫
T
I ′(u)F ′(u)∂u.

Note that we made use of the following facts: I ′′ = (F ′)2,
∫

T ∂
3u∂4u = 0,∫

T ∂
2F (u)∂F (u) = 0 and

∫
T I

′(u)F ′(u)∂u =
∫

T ∂J(u) = 0,
where J(r) :=

∫ r

0
I ′(s)F ′(s)ds.

Thus,
d

dt
ϕ2(u(t)) = (1− γ)

∫
T
∂3u∂2F (u)− γ

∫
T
∂2uF ′(u)∂3u

= (1− γ)
∫

T
∂3u∂(F ′(u)∂u)− γ

∫
T
∂2uF ′(u)∂3u

= (1− 2γ)
∫

T
F ′(u)∂2u∂3u+ (1− γ)

∫
T
F ′′(u)(∂u)2∂3u

= −1− 2γ
2

∫
T
F ′′(u)∂u(∂2u)2 − 2(1− γ)

∫
T
F ′′(u)∂u(∂2u)2

− (1− γ)
∫

T
F ′′′(u)(∂u)3∂2u.

By the choice of γ = 5
6 we have the obvious equality − 1−2γ

2 − 2(1 − γ) = 0, thus
we conclude, after one integration by parts,

(2.21)
d

dt
ϕ2(u(t)) = −1

6

∫
T
F ′′′(u)(∂u)3∂2u =

1
4!

∫
T
F (IV )(u)(∂u)5.

Note that for the special equations (KdV) and (KdV2), we have F (IV )(r) = 0 This
also holds true for any F which is a polynomial of degree ≤ 3. Thus, in all these
cases, the functional ϕ2 is conserved.

For the general nonlinearity, using the Gagliardo-Nirenberg inequality (2.9) for
w ∈ H1, 2 ≤ r ≤ ∞, we have

|w|Lr ≤ C|w|
1
2+ 1

r

L2 |∂w|
1
2−

1
r

L2

(see (2.9)), therefore we can estimate the last integral in (2.21) to obtain
d

dt
ϕ2(u(t)) ≤ C|F (IV )(u)|∞|∂u|7/2|∂2u|3/2.

It is clear from the definition of ϕ2 that if the H1 - norm of u(t) is uniformly
bounded (apriori), then |∂2u|2 ≤ c + ϕ2(u(t)), c depending on a bound for |u|H1 .
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This implies
d

dt
ϕ2(u(t)) ≤ C(ϕ2(u(t)))1−1/4.

Note that the constant C (with or without indices) is allowed to change from line
to line. It is easy to obtain now the estimate

ϕ2(u(t)) ≤ Ct4 for t→∞,

for some constant C depending only on |u|H1 . Returning to the H2-norm, we finally
get

‖u(t)‖2 ≤ Ct2 for t→∞.

By interpolation inequalities for Sobolev norms, we obtain (with different constants)

‖u(t)‖s ≤ Cts for t→∞

(1 < s ≤ 2), as long as we have an apriori uniform bound on the H1-norm of u(t).

For ϕ3(u) = 1
2

∫
T |∂

3u+ ∂F (u)|2 we have (u is a real solution of (2.18)):

d

dt
ϕ3(u(t)) =

∫
T
(∂3u+ ∂F (u))(∂3ut + ∂F (u)t)

= −
∫

T
ut∂

3ut +
∫

T
(∂3u+ ∂F (u))∂F (u)t

=
∫

T
(∂3u+ ∂F (u))∂(F ′(u)ut)

= −
∫

T
(∂4u+ ∂2F (u))F ′(u)ut

=
∫

T
∂(∂3u+ ∂F (u))F ′(u)(∂3u+ ∂F (u))

=
1
2

∫
T
∂(∂3u+ ∂F (u))2F ′(u)

= −1
2

∫
T
(∂3u+ ∂F (u))2F ′′(u)∂u

≤ 1
2
|F ′′(u)∂u|∞

∫
T
|∂3u+ ∂F (u)|2

≤ ω0ϕ3(u),

where ω0 depends only on a bound on |u|s, for s > 3
2 .

Thus we obtain

(2.22) ϕ3(u(t)) ≤ eω0tϕ3(u0), for all t ≥ 0.

for which |u|s has the assumed bound.

A few remarks deserve to be made about previously known results. In [20], [67],
[68] the authors prove that the Hs norm of solutions to (GKdV) have polynomial
growth assuming a uniform bound for the H1 norm. In the real line case the results
are sharper than in the periodic case. If in the first case, the growth is like ts−1, in
the latter case, the polynomial growth is only proven to be like t2s, and the proof is
only for (KdVk), k = 1, 2, 3. So it seems that our estimate is a slight improvement
in the periodic case. And although the result may not be optimal, the method to
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obtain it is very elementary, compared to the methods used in the cited articles.

We now turn to the case β = 1
2 and obtain apriori estimates for the functionals

introduced in Section 2.2. This part corresponds to the (generalized) Benjamin-Ono
equation. We follow the ideas in Ginibre and Velo [38].

Thus, consider u to be a real valued, smooth solution of the initial value problem
∂u

∂t
−D∂u+ ∂F (u) = 0,(2.23)

u(0) = u0.

Here D = H∂ = |∂|, where H is the well-known Hilbert transform. In Fourier space
H is defined by the multiplication operator

Ĥv(ξ) = −i ξ
|ξ|
v̂(ξ).

The Hilbert transform is an isometry on L2 and H2 = −I. Moreover, the follow-
ing Leibnitz formula holds (with v1, v2, v3 real valued):

(2.24) 〈Hv1, v2Hv3〉+ 〈Hv3, v1Hv2〉+ 〈Hv2, v3Hv1〉 = 〈v1, v2v3〉 .
This is equivalent to the following property of the Hilbert Transform:

(2.25) H(v1Hv2 + v2Hv1) = Hv1Hv2 − v1v2

for any v1, v2 ∈ L2, which can easily be verified in the Fourier space.
As in the case β = 1, the first two functionals, corresponding to β = 1

2 ,

ϕ0(u) =
1
2

∫
T
|u|2 ,

ϕ1(u) =
1
2

∫
T

∣∣∣D1/2u
∣∣∣2 − ∫

T
G(u),

are invariant under the flow generated by (2.23). This is obtained by scalar mul-
tiplication of (2.23) with u and, respectively, with Du − F (u). Thus, we shall
concentrate here on estimating the third functional, which (for β = 1

2 ) has the form

ϕ2(u) =
1
2

∫
T
|Du|2 − 3

4

∫
T
F (u)Du+

3
4

∫
T
I(u).

Here I(u) is defined in the same way as before: I ′′ = (F ′)2, I(0) = I ′(0) = 0. In the
sequel, denote γ = 3

4 . In a similar manner to the case β = 1, we obtain

d

dt
ϕ2(u) =

∫
T
DuDut − γ

∫
T
F ′(u)Duut − γ

∫
T
F (u)Dut + γ

∫
T
I ′(u)ut

=
∫

T
D2u(D∂u− ∂F (u))− γ

∫
T
F ′(u)Du(D∂u− ∂F (u))

−γ
∫

T
DF (u)(D∂u− ∂F (u)) + γ

∫
T
I ′(u)∂(Du− F (u))

= −
∫

T
D2u∂F (u)− γ

∫
T
F ′(u)DuD∂u+ γ

∫
T
(F ′(u))2Du∂u

−γ
∫

T
DF (u)D∂u− γ

∫
T
I ′′(u)∂u(Du− F (u))

= (1− γ)
∫

T
DF (u)D∂u− γ

∫
T
F ′(u)DuD∂u.
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We used the fact that u is real-valued solution, D is self-adjoint and ∂ is skew-
adjoint in L2. It then follows that

d

dt
ϕ2(u) = (1− γ) (DF (u), D∂u)− γ (F ′(u)Du,D∂u)

= −(1− γ) (D∂F (u), Du) + (1− γ) (F ′(u)Du,D∂u)− (F ′(u)D∂u,Du)

= −(1− γ) [(D∂F (u), Du)− (F ′(u)Du,D∂u)] +
1
2

(F ′′(u)∂uDu,Du)

= −(1− γ) [(D∂F (u), Du)− (F ′(u)D∂u,Du)− 2 (F ′′(u)∂uDu,Du)] ,

because 2(1− γ) = 1
2 . Now, using the fact that D = H∂, we evaluate the quantity

(D∂F (u), Du)− (F ′(u)D∂u,Du)− 2 (F ′′(u)∂uDu,Du) =

= −
(
H∂F (u),H∂2u

)
−

(
F ′(u)H∂2u,H∂u

)
− 2 (F ′′(u)∂uH∂u,H∂u)

= −
(
F ′(u)∂u, ∂2u

)
− 1

2
(
F ′(u), ∂(H∂u)2

)
− 2 (F ′′(u)∂uH∂u,H∂u)

=
1
2

(F ′′(u)∂u∂u, ∂u)− 3
2

(F ′′(u)∂uH∂u,H∂u)

=
1
2

[2 (H(F ′′(u)∂u)∂u,H∂u) + (F ′′(u)∂uH∂u,H∂u)]− 3
2

(F ′′(u)∂uH∂u,H∂u)

= (H(F ′′(u)∂u)∂u,H∂u)− (F ′′(u)H∂u, ∂uH∂u)
= ([H,F ′′(u)] ∂u, ∂uH∂u) ,

where [H,F ′′(u)] is the commutator of the operators H and the operator given by
multiplication with F ′′(u). We have also used the Leibnitz rule (2.24), applied to
v1 = F ′′(u)∂u, v2 = v3 = ∂u.

Thus, we obtain

d

dt
ϕ2(u) = ([H,F ′′(u)] ∂u, ∂uH∂u) .

Clearly, if F ′′(u) = constant, that is if F ′(u) is linear in u (the classical Benjamin-
Ono equation), then [H,F ′′(u)] = 0, therefore d

dtϕ2(u) = 0, i.e. ϕ2(u) is constant
along solutions.

For general nonlinearities, the estimates are much weaker. We need the following
commutator estimate (see [38]):

|[H,F ′′(u)] ∂u|L∞ ≤ c |∂u|2L2 ,

where c depends only on a bound for |F ′′′(u)|L∞ . Making the extra assumption
that F ′′′(·) ∈ L∞, we conclude that

d

dt
ϕ2(u) ≤ c |∂u|4L2 ,

which then implies

(2.26)
d

dt
ϕ2(u) ≤ c1 (ϕ2(u) + c2)

2

with c1, c2 depending only on a bound for |u|H1/2 .
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The inequality (2.26) is a result of the following estimates (see also Lemma 4.4),
given in terms of |∂u|2L2 = |Du|2L2 , for each expression appearing in ϕ2(u).

|(F (u), Du)| ≤ |F (u)|L2 |Du|L2

≤
(
C1 |u|L2 + C2 |u|p+1

Lp+1

)
|Du|L2

≤ C(
∣∣∣D1/2u

∣∣∣) |Du|L2

and

I(u) ≤ C1 + C2 |u|2p+2
L2p+2

≤ C(|D1/2u|).
Thus, from (2.26), we get an estimate of the form

ϕ2(u(t)) ≤
K0

T0 − t
for 0 ≤ t < T0

where K0, T0 depend only on a bound for ϕ2(u0) (or, equivalently, on a bound for
|u0|H1).

Thus global existence of solutions for the Benjamin-Ono equation (2.23) is guar-
anteed only in the case F (u) is a quadratic function of u. For general nonlinearity,
the life-span of the solution depends on the size of the initial data. A related anal-
ysis (but with completely different tools) has been carried out in [53], where is has
been shown that, at least when F is a polynomial, global existence of solutions
holds for small initial data.

3. Semilinear Hille-Yosida theory

The abstract semilinear Hille-Yosida theory has been developed in [61], [62], and
adapted in [43] for some situations not covered by the standard Crandall-Liggett
theory. Here is the setting of the abstract theorem.

Let X be a real Hilbert space with norm ‖·‖ and inner product (·, ·). In the
applications we may consider a complex Hilbert space (H, 〈·, ·〉) to be a real one
(H, (·, ·)) by taking (x, y) = Re 〈x, y〉 .
C is a subset of X, u0 ∈ C. ϕ = (ϕ1, . . . , ϕN ) are N lower semicontinuous

functionals on X, with D(ϕk) = C, for k = 1, . . . , N . For α = (α1, . . . , αN ) ∈ RN ,
define Cα = {u ∈ C|ϕk(u) ≤ αk for k = 1, . . . , N}.

Of concern is the abstract Cauchy problem in X
du

dt
= Au+B(u),

u(0) = u0.
(3.1)

Throughout the rest of this chapter we make the following assumptions.
(A1) A : D(A) ⊂ X → X is the linear generator of a C0-semigroup {T (t)}t≥0 with

‖T (t)‖ ≤ eω0t for some ω0 ∈ R.

(A2) In addition, assume that D(A) ∩ Cα ⊂ C, for all α.
B : C → X is a nonlinear operator satisfying:
(B1) B is weakly locally sequentially continuous, i.e.

(3.2) {un} ⊂ Cα for some α > 0 and un → u implies Bun ⇀ Bu.

(Here → [resp. ⇀ ] means norm [resp. weak] convergence in X.)
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(B2) B is locally quasi-dissipative in the sense that:
For all α > 0, there exists ωα such that

(3.3) (Bu−Bv, u− v) ≤ ωα |u− v|2 , for all u, v ∈ Cα

Then the following theorem holds.

Theorem 3.1. Let ak, bk ≥ 0 be fixed numbers, k ∈ 1, . . . N. Assume the following
condition holds true:

For v ∈ C, ε > 0, there exists 0 < λ0 = λ0(v, ε) such that
for all 0 < λ < λ0, there exists u = uλ ∈ D(A) ∩ C satisfying

|u− λAu− λB(u)− v| < λε,(3.4)

ϕk(u) ≤ ϕk(v) + (bk + ε)λ
1− akλ

, k = 1, . . . , N.(3.5)

Then there exists a nonlinear semigroup {S(t)}t≥0 of continuous mappings from C
to C with the following properties:

S(t+ s) = S(t)S(s), S(0) = I,(3.6)

S(t)u0 = T (t)u0 +
∫ t

0

T (t− s)B(S(s)u0)ds,(3.7)

ϕk(S(t)u0) ≤ eakt(ϕk(u0) + bkt), t ≥ 0, k = 0 . . . N − 1,(3.8)

and the mapping u0 7→ u(·) = S(·)u0 is continuous from C into C(R+, X) and
locally Lipschitzian for u0 ∈ D(A), i.e.

|u(t)− v(t)| ≤ eΩt |u0 − v0| , for some Ω = Ω(T, α)

whenever u0, v0 ∈ D(A) ∩ Cα, t ∈ [0, T ].

Note that the growth condition (3.8) has as special cases linear growth (when
ak = 0) as well as exponential growth (when bk = 0). The proof is given in a
slightly more general setting in the next section. The theorem actually holds if X
is a general Banach space. In this case, (3.3) should be replaced by:

B − ωαI is dissipative on Cα.

Condition (3.3) is correctly stated if (·, ·) is interpreted as a semi-inner product (in
the sense of Lumer) on X, i.e., for x, y ∈ X :

(3.9) (x, y) = Reφ(x), where φ ∈ X∗ is such that φ(y) = ‖y‖2
X = ‖φ‖2

X∗ .

This fact is basically contained (but not proved) in [41], [43]. For a formulation
of our result in general Banach spaces with N functionals, see Remark 3.9. In the
next section, we give the proof of our theorem, generalizing the estimates on the
functional ϕj .

3.1. Abstract theorem. Existence of solutions. Of concern is the abstract
Cauchy problem in X

du

dt
= Au+B(u),(3.10)

u(0) = x0 ∈ X.
We assume all the hypothesis on A, B, C and ϕ from the preceding section, i.e.

(A1),(A2), (B1) and (B2), hold throughout this chapter.
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Let g = g(r) > 0 be a C1 increasing function and m = m(t, α) the maximal
solution of the initial value problem

m′(t) = g(m(t)), t ≥ 0,(3.11)
m(0) = α,

where α ∈ R. For the sake of simplicity, we will assume that the maximal solution
is defined for all t ≥ 0. Otherwise, when we say ”for all t ≥ 0” we mean ”for all
t ∈ [0, Tmax)”. When necessary, we will write m(t, α) = mg(t, α).

Here is the main abstract theorem, formulated for a single functional ϕ (N = 1).
The general case is very similar and will be explained later.

Theorem 3.2. Assume that, for each x0 ∈ C, the following hypothesis holds:

(H)


For every ε > 0, there exists δ = δ(x0, ε) such that
for all h ∈ (0, δ), there exists xh ∈ D(A) ∩ C satisfying

|xh − x0 − h(Axh +B(xh))| ≤ εh,

1
h

[ϕ(xh)− ϕ(x0)] ≤ g(ϕ(xh)) + ε.

Then there exists a nonlinear semigroup {S(t) : C → C}t≥0 of continuous operators
on C with the following properties:

S(t)x0 = T (t)x0 +
∫ t

0

T (t− s)BS(s)x0ds,(3.12)

ϕ(S(t)x0) ≤ m(t, ϕ(x0)),(3.13)

for all x0 ∈ C and all t ≥ 0.

Most of Theorem 3.1 is obtained from Theorem 3.2 when we use N functions
gk(r) = akr + bk, for k = 1, . . . , N . Extra arguments are needed for the conclusion
involving local Lipschitz conditions.

We will organize the proof of the theorem in several lemmas. The ideas come
from the work of Kobayashi, [55], and consist of constructing, for each x0 ∈ C,
the map t→ S(t)x0 as the limit of a sequence of approximations {un(t)}n , where
un(t) are step functions constructed by means of an implicit difference scheme. In
the first subsection (Lemma 3.3), we show that such approximations exist, then,
in subsection 3.3 (Lemma 3.6), that the approximations converge, and finally that
the limit satisfies (3.12) and (3.13). Ideas similar to [55] are contained in Evans [33].

3.2. Approximate solutions. Let x0 ∈ Cr0 (for some fixed r0) and T > 0 be
fixed. Choose also η > 1 (close to 1) and R = R(r0, T ) such that

R > mηg(r0, T ) = mg(ηr0, ηT ).

Denote ω = ωR the dissipativity constant for the operator A+BR on CR. Through-
out this section, BR is the restriction of B to CR. Let l be a lower bound for ϕ on
CR. Let K = max{ω, sup

l≤m≤R
g′(m)} and denote ε̂ = η−1

ηK .
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Lemma 3.3. Assume the hypothesis (H) holds. Then, for x0 ∈ Cr0 and 0 < ε < ε̂,
the family

Γx0,ε := {(xk, hk)n
k=1 | (xk)n

k=1 ⊂ D(A) ∩ CR, 0 < hk < ε,
n−1∑
k=1

hk < T,
n∑

k=1

hk ≥ T,

|xk − xk−1 − hk(Axk +B(xk))| ≤ εhk,(3.14)
1
hk

[ϕ(xk)− ϕ(xk−1)] ≤ g(ϕ(xk)) + ε, for k = 1, . . . , n}(3.15)

is nonempty.

Proof. The existence of a sequence (xk, hk) satisfying the requirements above fol-
lows inductively, using the hypothesis (H), which can be conveniently written as a
”tangential condition”:

For all ε > 0, x ∈ Crsuch that there exists δ > 0, such that

(3.16) h ∈ (0, δ) implies dist(x,Range(I − h(A+BR)) < εh,

or,

(3.17) lim
h→0

1
h
dist(x,Range(I − h(A+BR))) = 0, for all x ∈ Cr,

where r < R must satisfy mηgε̂
(r, T ) < R (see Proposition 3.4 below).

Let ε < ε̂ be fixed and denote δ = δ(x, ε) the supremum of δ, δ < ε, satisfying
(3.16).

The induction argument is as follows. Assuming we have generated xi ∈ CR, i =

1, ..., k − 1,
k−1∑
i=1

hi < T, we can find δ = δ(xk−1, ε) , hk ∈ (0, δ) and xk = xhk
as in

(H). We choose hk, in each step, such that

(3.18)
1
2
δ(xk−1, ε) < hk < ε.

Our first claim is that xk ∈ CR for as long as
k−1∑
i=1

hi < T. Indeed, we can prove

that

(3.19) ϕ(xi) ≤ mηgε(ϕ(xi−1), hi), for all i = 1, ..., k;

here gε := g + ε. This follows from the following

Proposition 3.4.

(3.20) (I − hg)−1z ≤ mηg(z, h), for any z < R, h < ε̂.

To prove the above inequality, it is enough to rewrite it as

z ≤ mηg(z, h)− hg(mηg(z, h)) =: Φ(h).

Recall that g is increasing function. Then Φ′(h) = ηg(m)− g(m)−hg′(m)ηg(m) ≥
(η − 1 − hKη)g(m) ≥ 0, for h < ε̂, which implies Φ(h) ≥ Φ(0) = z, if 0 < h < ε̂.
This proves the claim of Proposition 3.4.

Using (3.20) with gε = g + ε instead of g and the fact that ϕ(xi) ≤ (I −
higε)−1ϕ(xi−1) (by construction, see (3.15)) we get

ϕ(xi) ≤ (I − higε)−1ϕ(xi−1)
≤ mηgε

(ϕ(xi−1), hi)
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and therefore (3.19) holds. Iterating (3.19), we obtain

ϕ(xk) ≤ mηgε
(ϕ(xk−1), hk)

≤ mηgε
(mηgε

(ϕ(xk−2), hk−1), hk) = mηgε
(ϕ(xk−2), hk−1 + hk)

....

≤ mηgε(ϕ(x0),
k∑

i=1

hi)

≤ mηgε
(r0, T ) ≤ mηgε̂

(r0, T ) < R.

As mentioned above, this guarantees the induction can continue until
n∑

k=1

hk ≥ T

for some n. We claim that this is indeed reached in a finite number of steps, which
is the conclusion of Lemma 3.3. We argue by contradiction. Suppose that we

can indefinitely generate (xi, hi), with
k∑

i=1

hi < T, for every integer k ≥ 1. Then

s0 :=
∞∑

k=1

hk ≤ T < ∞. Without loss of generality, we can assume x0 ∈ D(A). We

will reach a contradiction by showing that the sequence (xk) ⊂ CR has a limit point
x∗ ∈ CR which fails to satisfy the hypothesis (H).

For convenience, we introduce the following notation:

(3.21) tn :=
n∑

k=1

hk, γn :=
n∏

k=1

(1− ωhk) for all n ≥ 1,

where ω = ωR is the dissipativity constant for the operator B := A + BR on CR.
We make the conventions t0 := 0 and γ0 := 1.

It is worth noting that our previous computations, applied in the particular case
g(r) = ωr, lead us to the estimates:

1− ωhk ≤ eηωhk ,(3.22)
k∏

i=1

(1− ωhi) ≤ eηωtk ,(3.23)

because of our choice of hk < ε̂, for all k ≥ 1.

The next step is to prove by induction that for all i ≥ j ≥ 0,

(3.24) |xi − xj | ≤ eηω(ti+tj)[(ti − tj) |Bx0|+ ε(ti + tj)].

But before doing this, we need the following proposition (cf. Kobayashi [55]).

Proposition 3.5. Let B : D(B) ⊂ X → X be such that A− ωI is dissipative.
(i) For all λ, µ > 0, xλ, xµ ∈ D(B),

(3.25) (λ+ µ− ωλµ) |xλ − xµ| ≤ λ |xµ − xλ − µBxµ|+ µ |xλ − xµ − λBxλ| .

(ii) For all λ > 0, x, u ∈ D(B),

(3.26) (1− λω) |x− u| ≤ |x− u− λBx|+ λ |Bu| .
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Proof. We have

(λ+ µ) |xλ − xµ|2 = λ |xλ − xµ|2 + µ |xλ − xµ|2

= λ 〈xµ − xλ − µBxµ, xµ − xλ〉
+µ 〈xλ − xµ − λBxλ, xλ − xµ〉
+λµ 〈Bxλ − Bxµ, xλ − xµ〉

≤ (λ |xµ − xλ − µBxµ|+ µ |xλ − xµ − λBxλ|+ λµω)
· |xλ − xµ| ,

which implies (i).
To prove (ii), let λ = µ and xλ = x, xµ = u in (i):

(2− ωλ) |x− u| ≤ |u− x− λBu|+ |x− u− λBx|
≤ |x− u|+ λ |Bu|+ |x− u− λBx|

from which it follows

(1− λω) |x− u| ≤ λ |Bu|+ |x− u− λBx| ,

concluding the proof of the proposition. �

Returning to the proof of Lemma 3.3, our goal is to prove the estimate (3.24)
on |xi − xj | . To reach this goal, we make use of the inequalities (3.22), (3.23) and
prove instead the following estimate, for all i ≥ j ≥ 0 :

(3.27) ai,j := γiγj |xi − xj | ≤ (ti − tj) |Bx0|+ ε(ti + tj)

We show the above inequality by double induction in (i, j). First, let j = 0.
Then

(1− ωhi) |xi − x0| ≤ |xi − x0 − hiBxi|+ hi |Bx0|
≤ |xi−1 − x0|+ |xi − xi−1 − hiBxi|+ hi |Bx0|
≤ |xi−1 − x0|+ hi |Bx0|+ εhi.

ai,0 = γi |xi − x0| ≤ γi−1 |xi−1 − x0|+ γi−1 (hi |Bx0|+ εhi)
≤ ai−1,0 + hi(|Bx0|+ ε).

Iterating this last inequality, we get

(3.28) ai,0 ≤
i

(
∑
l=1

hl)(|Bx0|+ ε) = ti |Bx0|+ εti.

This proves our inequality (3.27) for j = 0.
Obviously, ai,i = 0, for all i ≥ 0.

The inductive step: Let us prove the inequality (3.27) for the pair (i, j),where
i > j > 0, assuming it holds for (i− 1, j) and (i, j − 1).

(hi + hj − ωhihj) |xi − xj | ≤ hj |xi − xj − hiBxi|+ hi |xj − xi − hjBxj |
≤ hj |xj − xi−1|+ hi |xi − xj−1|+ 2εhihj

Multiply both sides by γiγj :

(hi + hj − ωhihj)ai,j ≤ hj(1− ωhi)ai−1,j + hi(1− ωhj)ai,j−1 + 2εhihjγiγj .
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From the induction hypothesis, (3.27) holds for ai−1,j and ai,j−1. This implies

(hi + hj − ωhihj)ai,j ≤ hj(1− ωhi) [(ti−1 − tj)|Ax0|+ ε (ti−1 + tj)] +
hi(1− ωhj) [(ti − tj−1)|Bx0|+ ε (ti + tj−1)] +
εhihj(1− ωhi) + εhihj(1− ωhj)

≤ (hi + hj − ωhihj)[(ti − tj)|Bx0|+ ε (ti + tj)]

which completes the inductive argument and the proof of the inequality (3.27).

We now use the estimate (3.27), which holds for {(xk, hk)}k≥1, to obtain a similar
estimate for {(xk, hk)}k≥p, for some p, that is,

(3.29) |xi − xj | ≤ eηω(ti+tj−2tp)[(ti − tj) |Bx0|+ ε(ti + tj − 2tp)]

for every i ≥ j ≥ p. As we take i, j →∞ , ti, tj → s0 in (3.29) and we conclude

lim sup
i,j→∞

|xi − xj | ≤ 2ε(s0 − tp)e2ηω(s0−tp)

for all p. Now take p→∞, tp → s0, which leads us to the conclusion

lim
i,j→∞

|xi − xj | = 0

i.e., the sequence {xk}k≥1 is Cauchy, therefore convergent to some x∗ ∈ CR.
By the tangential condition, there exists δ∗ = δ(x∗, ε

2 ) such that for all 0 < λ <
δ∗, there exists ξλ ∈ D(A) ∩ C such that

(3.30) |ξλ − x∗ − λ(Aξλ +B(ξλ))| < λ
ε

2
.

Because hk → 0 (as
∞∑

k=1

hk ≤ T < ∞ ), and 1
2δ(xk, ε) ≤ hk (by our choice of hk,

see (3.18)), it follows that δ(xk, ε) → 0 as k → ∞. Thus there exists k∗ such that
δ(xk, ε) < δ∗

2 , for all k > k∗. This guarantees the existence of an infinite sequence
(λk)k ∈ [ δ∗

2 , δ
∗] and (ξλk

)k ∈ D(A) ∩ CR satisfying, for all λ < δ∗,

|ξλ − xk − λk(Aξλ +B(ξλ))| ≥ ελk, for all k ≥ k∗.

If λ∗ ∈ [ δ∗

2 , δ
∗] is an accumulation point for (λk)k , then we have

|ξλ∗ − xk − λk(Aξλ∗ +B(ξλ∗))| ≥ ελk, for all k ≥ k∗,

and, in the limit k →∞,

|ξλ∗ − x∗ − λ∗(Aξλ∗ +B(ξλ∗))| ≥ ελ∗,

which contradicts (3.30).

The contradiction we reached shows that our assumption made earlier, that we
can generate an infinite sequence (xk, hk)k, is false. Therefore the set Γx0,ε is indeed
nonempty. This concludes the proof of Lemma 3.3. �

Lemma 3.3 allows us to construct an approximate solution to the initial value
problem

u′(t) = Au(t) +B(u(t)), t ≥ 0,

u(0) = x0 ∈ Cr0 .
(3.31)
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More precisely, for a finite sequence (xk, hk)n
k=1 ∈ Γx0,ε, we define the step function

uε : [0, T ] → CR ∩ D(A), such that

(3.32) uε(t) = xk if t ∈ [tk−1, tk)

for k = 1, ..., n. We will prove that for ε = εn → 0, the sequence {uε(t)} converges
uniformly to a continuous function u(t), which turns out to be the desired S(t)x0,
satisfying

u(t) = T (t)x0 +
∫ t

0

T (t− s)B(u(s))ds

for all t ∈ [0, T ], i.e. u is the mild solution for the initial value problem (3.31).

3.3. Convergence of the approximate solutions. The convergence of the ap-
proximate solutions constructed in the previous section follows from the following
estimate.

Lemma 3.6. Let 0 < ε̃ < ε and {(xk, hk)}k ∈ Γx0,ε and {(x̃j , h̃j)}j ∈ Γx0,ε̃ be
finite sequences constructed as in the proof of Lemma 3.3. Then, for all u ∈ D(B),

(3.33) |xk − x̃j | ≤ eηω(ti+t̃j){|x0 − u|+ [(tk − t̃j)2 + εtk + ε̃t̃j ]
1
2 |Bu|+ εtk + ε̃t̃j}

for all k, j.

Proof. Denote

(3.34) ak,j := γkγ̃j |xk − x̃j |

(see (3.21)). We show that for u ∈ D(B), k , j ≥ 0,

(3.35) ak,j ≤ |x0 − u|+ [(tk − t̃j)2 + εtk + ε̃t̃j ]
1
2 |Bu|+ εtk + ε̃t̃j .

This is done by double induction in (k, j).
First, for j = 0, k ≥ 1,

ak,0 = γk |xk − x0| ≤ γk |x0 − u|+ γk |xk − u|
≤ |x0 − u|+ tk |Bu|+ εtk (see (3.28)).

Similarly, for k = 0, j ≥ 1,

(3.36) a0,j ≤ |x0 − u|+ t̃j |Bu|+ ε̃t̃j .

The inductive step: Assume (3.35) holds for ak−1,j and ak,j−1; we shall prove it
for ak,j :

(hk + h̃j − ωhkh̃j)ak,j ≤ h̃j(1− ωhk)ak−1,j + hk(1− ωh̃j)ak,j−1 +

(ε+ ε̃)hkh̃j(1− ωhk)(1− ωh̃j)

≤ (hk + h̃j − 2ωhkh̃j) |x0 − u|+ Λk,j |Bu|+ Ωk,j,ε,ε̃

where the coefficient of |Bu| is

Λk,j := h̃j(1− ωhk)[(tk−1 − t̃j)2 + εtk−1 + ε̃t̃j ]
1
2 + hk(1− ωh̃j)[(tk − t̃j−1)2

+εtk + ε̃t̃j−1]
1
2
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and the remaining term is

Ωk,j,ε,ε̃ := h̃j(1− ωhk)(εtk−1 + ε̃t̃j) + hk(1− ωh̃j)(εtk + ε̃t̃j−1)

+(ε+ ε̃)hkh̃j(1− ωhk)(1− ωh̃j).

We estimate these two quantities. First,

Λk,j ≤ [h̃j(1− ωhk)2 + hk(1− ωh̃j)2]
1
2 [(tk−1 − t̃j)2 + εtk−1 + ε̃t̃j

+(tk − t̃j−1)2 + εtk + ε̃t̃j−1]
1
2

≤ [h̃j(1− ωhk)2 + hk(1− ωh̃j)2]
1
2 [(tk − t̃j)2 + 2hk(tk−1 − t̃j) + h2

k + εtk

+ε̃t̃j − εhk + (tk − t̃j)2 + 2h̃j(tk − t̃j−1) + h̃2
j + εtk + ε̃t̃j − εh̃j ]

1
2

≤ [h̃j(1− ωhk)2 + hk(1− ωh̃j)2]
1
2

(
hk + h̃j

) 1
2

[(tk − t̃j)2 + εtk + ε̃t̃j ]
1
2

≤ (hk + h̃j − ωhkh̃j)[(tk − t̃j)2 + εtk + ε̃t̃j ]
1
2 .

Next,

Ωk,j,ε,ε̃ = [h̃j(1− ωhk) + hk(1− ωh̃j)](εtk + ε̃t̃j)

−εhkh̃j(1− ωhk)− ε̃h̃jhk(1− ωh̃j) + (ε+ ε̃)hkh̃j(1− ωhk)(1− ωh̃j)

≤ (hk + h̃j − 2ωhkh̃j)(εtk + ε̃t̃j).

Putting together all the previous estimates, we can derive the desired estimate

(hk + h̃j − ωhkh̃j)ak,j ≤ (hk + h̃j − ωhkh̃j) |x0 − u|+
(hk + h̃j − ωhkh̃j)[(tk − t̃j)2 + εtk + ε̃t̃j ]

1
2 |Bu|

+(hk + h̃j − ωhkh̃j)(εtk + ε̃t̃j),

which is nothing but (3.35).
This completes the proof of Lemma 3.6.

�

Now we are in the position to prove the convergence result announced above,
that is, given ε = εn → 0, the sequence of approximate solutions un(t) = uεn(t)
constructed in (3.32) converges to a continuous function u : [0, T ] → CR, which
turns out to be a mild solution for the initial value problem (3.31).

Indeed, for each n, we choose
(
x

(n)
k , h

(n)
k

)
k
∈ Γx0,εn and denote t(n)

k =
k∑

i=1

h
(n)
i .

Let u ∈ D(B) arbitrary but fixed. Fix also t ∈ [0, T ]. Let m,n ∈ N. One can find
k and j such that t ∈ [t(n)

k−1, t
(n)
k ) ∩ [t(m)

j−1, t
(m)
j ). We then apply Lemma 3.6 with

ε = εn, ε̃ = εm :

|un(t)− um(t)| ≤ e
ηω

(
t
(n)
k +t

(m)
j

)
{|x0 − u|+

[(t(n)
k − t

(m)
j )2 + εnt

(n)
k + εmt

(m)
j ]

1
2 |Bu|+ εnt

(n)
k + εmt

(m)
j }.

Letting n,m→∞, we get

lim sup
n,m→∞

|un(t)− um(t)| ≤ e2ηωt |x0 − u| , for all u ∈ D(B).

Because D(B) = D(A) ∩ CR is dense in CR we obtain

lim
n,m→∞

|un(t)− um(t)| = 0 , uniformly for t ∈ [0, T ].
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This implies that (un)n is convergent to a function u : [0, T ] → CR :

lim
n→∞

un(t) = u(t), uniformly for t ∈ [0, T ].

Reasoning in the same way, but for t 6= s, we get

(3.37) |u(t)− u(s)| ≤ e2ωT [|x0 − v|+ |t− s| |Bv|], for all v ∈ D(B).

Because D(B) is dense in CR, it follows from the above inequality that u : [0, T ] →
CR is continuous.

Define S(t)x0 := u(t). It is important to note at this point that, when x0 ∈
D(B) = D(A)∩CR, we have more than continuity. Choosing v = x0 in the inequality
(3.37),

(3.38) |u(t)− u(s)| ≤ e2ωT |t− s| |Ax0| ,
for t, s ∈ [0, T ], i.e. u is Lipschitz continuous on [0, T ], for x0 ∈ D(B).

What is left to prove is that, for any x0 ∈ CR, u(t) satisfies

u(t) = T (t)x0 +
∫ t

0

T (t− s)B(u(s))ds,(3.39)

ϕ(u(t)) ≤ m(t, ϕ(x0)), for t ∈ [0, T ].(3.40)

Let un(t) be the approximate solution constructed above and let f ∈ D(A∗). If
we denote ε(n)

k := x
(n)
k −x(n)

k−1−h
(n)
k (Ax(n)

k +B(x(n)
k )), then we know (see (H)) that∣∣∣ε(n)

k

∣∣∣ ≤ εnh
(n)
k . Then〈

x
(n)
k , f

〉
=

〈
x

(n)
k−1, f

〉
+ h

(n)
k

〈
x

(n)
k , A∗f

〉
+ h

(n)
k

〈
B(x(n)

k ), f
〉

+
〈
ε
(n)
k , f

〉
=

〈
x

(n)
k−1, f

〉
+

∫ t
(n)
k

t
(n)
k−1

[〈un(s), A∗f〉+ 〈B(un(s)), f〉+ 〈εn(s), f〉]ds,

which implies

〈un(t), f〉 = 〈x0, f〉+
∫ t

(n)
k

0

[〈un(s), A∗f〉+ 〈B(un(s)), f〉+ 〈εn(s), f〉]ds

for t ∈ [t(n)
k−1, t

(n)
k ]. Letting n→∞, we deduce

(3.41) 〈u(t), f〉 = 〈x0, f〉+
∫ t

0

[〈u(s), A∗f〉+ 〈B(u(s)), f〉]ds.

In the formulas above, εn(t) = ε
(n)
k for t ∈ [t(n)

k−1, t
(n)
k ] and

∣∣∣∣∫ t
(n)
k

0
εn(s)ds

∣∣∣∣ ≤ εnt
(n)
k →

0 as n→∞. The integrand in (3.41) is continuous in s, because u is continuous in
X and, consequently, B(u) weakly continuous in X (see (3.2)). Therefore 〈u(t), f〉
is differentiable in t and

(3.42)
d

dt
〈u(t), f〉 = 〈u(t), A∗f〉+ 〈B(u(t)), f〉 .

Let ũ(t) := T (t)x0 +
∫ t

0
T (t− s)B(u(s))ds. We want to prove that u(t) ≡ ũ(t).

We have, for f ∈ D(A∗),

〈ũ(t), f〉 = 〈T (t)x0, f〉+
∫ t

0

〈T (t− s)B(u(s)), f〉 ds;
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thus

d

dt
〈ũ(t), f〉 =

〈
d

dt
T (t)x0, f

〉
+

∫ t

0

〈
d

dt
T (t− s)B(u(s)), f

〉
ds+ 〈B(u(t)), f〉

= 〈u(t), A∗f〉+ 〈B(u(t)), f〉

=
d

dt
〈u(t), f〉 .

This shows that 〈ũ(t)− u(t), f〉 = 〈ũ(0)− u(0), f〉 = 0 for all f ∈ D(A∗), and
consequently (3.39) holds, i.e.

(3.43) u(t) = T (t)x0 +
∫ t

0

T (t− s)B(u(s))ds.

To prove inequality (3.40), let un = uεn be given the approximate solutions. We
know from the estimate (3.19) that

ϕ(un(t)) ≤ mηgεn
(ϕ(x0), t) = mgεn

(ηϕ(x0), ηt)

whenever εn < η−1
ηM for some constant M, independent of n. Thus, for sequences

η → 1 and n→∞, we infer that

(3.44) ϕ(u(t)) ≤ lim inf
n→∞

ϕ(un(t)) ≤ mg(ϕ(x0), t).

i.e. (3.13) holds. Here we used the lower semicontinuity of ϕ.
Note that all the above results hold true for all x0 ∈ C = ∪

r>0
Cr. To complete

the proof of Theorem 3.2, it remains to prove the uniqueness of the solution u(t) =
S(t)x0, with x0 ∈ C. This is the claim of the following

Proposition 3.7. The mild solution of the Cauchy problem

u′(t) = Au(t) +B(u(t)), t ≥ 0,(3.45)
u(0) = x0 ∈ C,

that is, the strongly continuous function u satisfying (3.43) and (3.44), is unique.

Proof. Let x0, y0 ∈ Cr and T > 0. Denote R := m(r, T ).
Assuming there are two functions, u(t) and v(t), both satisfying (3.43), we have

u(t), v(t) ∈ CR, for all t ∈ [0, T ].

As B − ΩI is dissipative operator on CR with some constant Ω, we can apply the
standard techniques to obtain that

‖u(t)− v(t)‖ ≤ eΩt‖x0 − y0‖, for t ∈ [0, T ].

This clearly implies the uniqueness of the Cauchy problem (3.45).
The proof of Theorem 3.2 is now complete.

Remark 3.8. In Theorem 3.2, only the lower-semicontinuity of the functional ϕ was
needed. The converse of Theorem 3.2 holds in the special case when the set C and
the functional(s) ϕ : X → R is (are) convex. This was proved in [61] for the case
of a single functional and the result was already quoted in Section 1.2.
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Remark 3.9. Theorem 3.2 can be generalized by considering X a general Banach
space and N functionals ϕ1, ϕ2, . . . , ϕN : X → R, instead of just one functional.
In this case C = ∩

i
D (ϕi). This is the result announced in Section 1.3. The proof

follows the same lines as in the Hilbert space case, with the inner product replaced
by the semi-inner product (in the sense of Lumer) that was defined in (3.9). We
omit the details, which are tedious but routine.

Remark 3.10. Our proof of the abstract theorem is related to the ideas of Kobayashi
[55], who was inspired by the historic Crandall-Liggett paper [30]. L.C. Evans ([33],
[34]) extended Kobayashi’s construction from the context of du/dt = Au to the
time-dependent operator context of du/dt = A(t)u. This enables us to generalize
our abstract result to du/dt = A(t)u+B(t)u, and to, for instance,

ut − α(t)Mux + F (t, u)x = 0,

a nonstationary version of (NDE). Such variable coefficient dispersive equations ap-
pear in various physical applications such as modeling pressure waves in fluid-filled
tubes with elastic walls [25].

3.4. Continuous dependence of solutions on the data. In this section we
show that, under appropriate assumptions, the solution u = u(t) of the Cauchy
problem

du

dt
=Au+B(u)(ACP0)

u(0) = u0 ∈ C
depends continuously on the initial data u0 and on the operators A and B. We
refer to the beginning of the chapter for the detailed assumptions made regarding
the operators A and B, the functional ϕ, the set C and the function g. The solution
u is assumed to satisfy the inequality

ϕ(u(t)) ≤ m(ϕ(u0), t),

for all t for which m = m(α, t) is defined. Here m is the maximal solution of the
initial value problem m′(r) = g(m(r)), m(0) = α. Recall that g > 0 is a C1 function
such that the hypothesis (H) holds.

Consider, for each n = 0, 1, 2, . . ., the Cauchy problem
du

dt
=Anu+Bn(u),(ACPn)

u(0) = u0
n ∈ Cn,

where An, Bn, Cn and ϕn are as in Theorem 3.2, with ω0 (for An) independent of
n. We assume that there exist positive C1 functions gn, for n ≥ 0, such that the
hypothesis (H) holds for each n ≥ 0, when A is replaced with An, B with Bn and
g with gn. Here we have one functional ϕn for each n. Similarly, we could have N
such functionals, where N is independent of n.

We will prove that, under certain hypotheses, listed below, the sequence of solu-
tions (un)n≥1 of the problem (ACPn) converges to the solution u(t) of the problem
(ACP0).

Thus, we make the following assumptions.
(i) (I − λAn)−1h→ (I − λA0)−1h for all h ∈ X, 0 < λ < λ0 independent of n.
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(ii) limCn ⊃ C0 in the sense that, for all y0 ∈ C0, there exist yn ∈ Cn, such that
yn → y0.
(iii) For all y0 ∈ C0, yn ∈ Cn such that yn → y0 it follows that Bnyn → B0y0.
(iv) ϕn → ϕ0 and gn → g0 uniformly on compact sets in R.

We now introduce the space:

X = c(X) = {x = (xn)∞n=0|xn ∈ X,xn → x0}
of convergent sequences in X, which is a Banach space when equipped with the sup
norm:

|||x|||X = sup
n
‖xn‖X .

Following an idea presented in [42], (see also [39]), we convert the problem of
continuous dependence of solutions into a problem of existence of solutions to an
abstract Cauchy problem defined on the Banach space X . Here is the strategy.

Define the operator A : D(A) ⊂ X → X by

Ax = y, for x = (xn), y = (yn) ∈ X if and only if Anxn = yn for all n.

Then A − ω0I is densely defined and m-dissipative on X (see [40]), hence it
generates a C0-semigroup of operators {T (t) : X → X}t≥0 . It is easy to see that, for
x = (xn)n≥0 in X , T (t)x = (Tn(xn))n≥0 , where {Tn(t) : X → X}t≥0 has generator
An.

The operator B : C → X , is defined on C = {x ∈ X |xn ∈ Cn for all n ≥ 0} by

B(x) = y for x ∈ C, y ∈ X if and only if Bn(xn) = yn → y0 = B0(x0).

Concerning the operator B, we make the following assumptions:
(v) for (xm)m ⊂ Cα = {u ∈ |ϕn(un) ≤ α, for all n} , xm → x0 as m→∞ implies
Bnx

m
n ⇀ Bnx

0
n as m→∞, uniformly in n, and

(vi) for each α > 0, the dissipativity constant ωα in (3.3) for Bn

is independent of n.
With the operators A,B and the set C satisfying the hypothesis (i)-(vi) above,

we can formulate the Cauchy problem on X
du

dt
=Au+ B(u)(3.46)

u(0) = u0 ∈ C.
The following theorem holds

Theorem 3.11. With the assumptions made above, the Cauchy problem (3.46) has
a unique mild solution u(t) = S(t)u0 satisfying

(3.47) S(t)u0 = T (t)u0 +
∫ t

0

T (t− s)B(S(s)u0)ds,

(3.48) ϕ̃(S(t)u0) ≤ m̃(ϕ̃(u0), t).

Here ϕ̃ : C → R is defined by ϕ̃(x) = supn ϕn(xn) and m̃(α, t) = supnmn(α, t).

Note that the variation of constants formula (3.47) is equivalent to the sequence
of formulas written for each component n ≥ 0:

Sn(t)u0
n = Tn(t)u0

n +
∫ t

0

Tn(t− s)Bn(Sn(s)u0
n)ds.
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Thus the existence of the solution u(t) = S(t)u0 ∈ X at time t > 0 implies that
un(t) = Sn(t)u0

n converges to u(t) = S(t)u0, because of the structure of the space
X .

Proof. The proof of Theorem 3.11 consists in applying the abstract theorem to
the semilinear problem (3.46) on the space X . To be more precise, we obtain the
solution u(t) ∈ X as a limit of approximate solutions uε(t) ∈ X , constructed in the
same manner as the step functions uε(t) ∈ X (see section 3.1), i.e. by solving the
resolvent equation.

In fact this can be done on each component. If v = (vn)n≥0 ∈ C and ε > 0, there
exists λ0 (independent of n) such that, according to (H), for 0 < λ < λ0, we can
find (un,λ)n≥0 satisfying, for each n ≥ 0,

un,λ − λAnun,λ − λBn(un,λ) = vn,(3.49)
ϕn(un,λ)− ϕn(vn) ≤ λgn(un,λ) + λε.(3.50)

Thus, for fixed n > 0, subtracting the equality (3.49) from same equality corre-
sponding to n = 0 and then multiplying both sides by un,λ − u0,λ, we obtain

‖un,λ − u0,λ‖2 ≤ λω ‖un,λ − u0,λ‖2 + 〈un,λ − u0,λ, vn − v0〉

for some ω depending on ϕ̃(v). We used here also the quasi-dissipativity of Bn.
Consequently,

‖un,λ − u0,λ‖ ≤ λω ‖un,λ − u0,λ‖+ ‖vn − v0‖
and, for λ sufficiently small, we obtain un,λ → u0,λ as n→∞, i.e. uλ = (un,λ)n≥0 ∈
C. The inequality

(3.51) ϕ̃(uλ) ≤ m̃(ϕ̃(v), λ)

follows from (3.50), using the same argument as in Section 3.1.
The convergence of the approximate solutions uε(t) to the mild solution u(t)

satisfying (3.47) is the result of estimates analogue to (3.33). Iterating inequality
(3.51) we obtain the desired estimate (3.48). This concludes the proof of Theorem
3.11. �

4. Nonlinear Dispersive Equations

We will fit our concrete nonlinear dispersive equation in the general framework
of the semilinear Hille-Yosida theory presented in the preceding section. This will
be done in a sequence of lemmas.

4.1. Properties of the operators A and B. Let Au = D2β∂u and B(u) =
−∂F (u) be the operators introduced in Section 2.2. The linear operator A is clearly
a skew-adjoint operator on each Sobolev space Hs, s ≥ 0. For now we will regard
these operators as acting on H2β = H2β(T).

Then the following result holds true:

Lemma 4.1. (i) If wn → w in L2(T) and supn |wn|H2β ≤M < +∞, then
(I − λA)−1B(wn) → (I − λA)−1B(w) in H2β, for all real λ 6= 0.

(ii) If wn → w in L2(T) and supn |wn|H2β+1 ≤ M < +∞, then B(wn) → B(w)
in L2(T).

Proof. We will use the following abstract result.
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Lemma 4.2. If A : D(A) ⊂ X → X is a skew-adjoint operator on a Hilbert space,
then

fn → f in X implies (I − λA)−1fn → (I − λA)−1f in X , for all λ ∈ R− {0}.

This is obvious; since R \ {0} is contained in the resolvent set of A, hence (I −
λA)−1 is a bounded linear operator for all λ ∈ R \ {0} and the result follows.

Let us return to the proof of Lemma 4.1. Consider wn → w in L2(T), as
n → ∞, with supn |wn|H2β ≤ M < +∞. For any real λ 6= 0, we will show that
(I − λA)−1

B(wn) → (I − λA)−1
B(w) in H2β(T).

To this end, rewrite

D2β (I − λA)−1
B(wn) =

(
I + λD2β∂

)−1
D2β∂F (wn)

=
1
λ

[
I −

(
I + λD2β∂

)−1
]
F (wn)

=
1
λ

[
F (wn)−

(
I + λD2β∂

)−1
F (wn)

]
.

To conclude the proof of (i), it is enough to show that F (wn) → F (w) in L2(T).
This fact and the previous lemma would allow us to take the limit as n → ∞ in
the previous calculations, and obtain the desired conclusion (i).

But

F (wn)− F (w) =
∫ 1

0

d

dθ
F (θwn + (1− θ)w)dθ

=
∫ 1

0

F ′(θwn + (1− θ)w)dθ (wn − w)

so that

|F (wn)− F (w)|L2 ≤
∣∣∣∣∫ 1

0

F ′(θwn + (1− θ)w)dθ
∣∣∣∣
∞
|wn − w|L2

≤ c(M) |wn − w|L2

→ 0 as n→∞

where M is a finite uniform bound for ‖wn‖L∞ , since {wn} is bounded sequence in
H2β(T), thus in L∞(T) (2β > 1

2 and inequality (2.8)).
To prove assertion (ii), take wn → w in L2(T) and supn |wn|H2β+1 ≤ M < +∞.

Then (wn and w are real valued)

|B(wn)−B(w)|2L2 = |∂F (wn)− ∂F (w)|2L2

=
(
F (wn)− F (w), ∂2F (wn)− ∂2F (w)

)
≤ |F (wn)− F (w)|

(∣∣∂2F (wn)
∣∣ +

∣∣∂2F (w)
∣∣)

→ 0 as n→∞.

Here we used the fact that ∂2F (wn) = F ′′(wn) (∂wn)2+F ′(wn)∂2wn is uniformly
bounded in L2(T) (since 2β + 1 ≥ 2). �

Lemma 4.3. (i) For each real λ 6= 0, the operators ±Aλ = ±(I − λA)−1B are
locally quasi-dissipative on H2β(T), i.e. for all r > 0, there exists ω = ω(r) ∈ R
such that∣∣((I − λA)−1B(v)− (I − λA)−1B(w), v − w

)
H2β

∣∣ ≤ ω

λ
|v − w|2H2β
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whenever |v|H2β , |w|H2β ≤ r.
(ii) ±B are locally quasi-dissipative in L2(T) on bounded sets in H2β+1(T), i.e.

for all r > 0, there exists ω = ω(r) ∈ R such that

|(B(v)−B(w), v − w)L2 | ≤ ω |v − w|2L2

whenever |v|H2β+1 , |w|H2β+1 ≤ r.

Proof. We shall make use of the identity λA(I − λA)−1 = I − (I − λA)−1.
Then∣∣((I − λA)−1B(v)− (I − λA)−1B(w), v − w

)
H2β

∣∣ =

=
∣∣(D2β(I − λD2β∂)−1∂(F (v)− F (w)), D2β(v − w)

)∣∣
=

∣∣∣∣ 1λ ((
(I − λD2β∂)−1 − 1

)
(F (v)− F (w)), D2β(v − w)

)∣∣∣∣
= | 1

λ

(
(I − λD2β∂)−1(F (v)− F (w)), D2β(v − w)

)
− 1
λ

(
(F (v)− F (w)), D2β(v − w)

)
|

≤ 1
λ

(∣∣(I − λD2β∂)−1(F (v)− F (w))
∣∣
L2 + |F (v)− F (w)|∞

) ∣∣D2β(v − w)
∣∣
L2

≤ 1
λ

(|F (v)− F (w)|L2 + |F (v)− F (w)|∞) |v − w|H2β

≤ c1(r)
λ

|v − w|∞ |v − w|H2β (since |v|∞ , |w|∞ ≤ c0(r)

≤ c2(r)
λ

|v − w|2H2β .

The conclusion (i) follows from the fact that H2β(T) ⊂ L∞(T) continuously, since
β ≥ 1

2 .
To prove (ii), let r > 0 and u, v ∈ H2β+1 with ‖u‖H2β+1 , , ‖v‖H2β+1 ≤ r. We

have

|(Bu−Bv, u− v)| = |(F (u)− F (v), D(u− v))|

= |(
∫ 1

0

F ′(θu+ (1− θ)v)(u− v)dθ, ∂(u− v))|

= |(
∫ 1

0

F ′(θu+ (1− θ)v)dθ,
1
2
∂(u− v)2)|

= |(
∫ 1

0

F ′′(θu+ (1− θ)v)(θ∂u+ (1− θ)∂v)dθ,
1
2
(u− v)2)|

≤ 1
2
|F ′′(θu+ (1− θ)v)|∞ |θ∂u+ (1− θ)∂v)|∞ |u− v|2

≤ ω2(r) |u− v|2

where ω(r) = r
2 sup{|F ′′(w)|;w ∈ H2β+1, |w|H2β+1 ≤ r}.

This concludes the proof of Lemma 4.3. �

4.2. Estimates for the functionals ϕj.

Lemma 4.4. (i) For α0, α1 > 0, there exists θ1 = θ1(α0, α1) such that
w ∈ V1, ϕ0(w) ≤ α0, ϕ1(w) ≤ α1 implies |w|1 ≤ θ1.
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(ii) For α0, α1, α2 > 0, there exists θ2 = θ2(α0, α1) such that
w ∈ V2, ϕ0(w) ≤ α0, ϕ1(w) ≤ α1, ϕ2(w) ≤ α2 implies |w|2 ≤ θ2.

(iii) For α0, α1, α2, α3 > 0, there exists θ3 = θ3(α0, α1) such that
w ∈ V3, ϕj(w) ≤ αj , j = 0, 1, 2, 3, implies |w|3 ≤ θ3.

Proof. Recall the growth condition (C) imposed on F . We assumed that there
exists p < 4β such that

(4.1) lim sup
|r|→∞

F ′(r)
|r|p

<∞.

Hence, there are constants C,C ′ such that

(4.2) F ′(r) ≤ C |r|p + C ′.

Because F (0) = 0 and G(0) = 0, where G(w) =
∫ w

0
F (ξ)dξ, it follows that (with

different constants K,K ′)

G(r) ≤ K |r|p+2 +K ′ |r|2 for all r ∈ R.
Thus, ∫

T

G(w)dx ≤ K |w|p+2
Lp+2 +K ′ |w|2

≤ K |w|p∞ |w|2 +K ′ |w|2

≤ C |w|p(1− 1
2β )+2 ∣∣Dβw

∣∣ p
2β +K ′ |w|2

≤ 4β − p

4βp

(
C |w|p+2− p

2β

) 4β
4β−p

+
1
4

∣∣Dβw
∣∣2 +K ′ |w|2 .

Here we used (2.8) and Young’s Inequality

ab ≤ (a)r

r
+
bs

s
, r =

4β
4β − p

, s =
4β
p

(r, s > 1,
1
r

+
1
s

= 1).

The assumption p < 4β was essential in the previous calculation (to guarantee
that r, s > 1). As a result of the previous estimates we get

1
4

∣∣Dβw
∣∣2 ≤ K |w|

2(p(2β−1)+4β)
4β−p +K ′ |w|2 + ϕ1(w),

which implies (i).
To prove (ii), note that

−
(
F (w), D2βw

)
=

(
∂xF (w), ∂−1

x D2βw
)

=
(
F ′(w), ∂−1

x D2βw∂xw
)

=
∫
F ′(w)∂−1

x D2βw∂xw

≤ C

∫
|w|p

∣∣∂−1
x D2βw∂xw

∣∣ + C ′
∫ ∣∣∂−1

x D2βw∂xw
∣∣

≤ C |w|p∞
∣∣Dβw

∣∣2 + C ′
∣∣Dβw

∣∣2
≤ C

∣∣Dβw
∣∣p+2

+ C ′
∣∣Dβw

∣∣2 ,
and also

(I(u), 1) =
∫

T
I(u) ≤ C1|u|2 + C2|u|2p+2

L2p+2

≤ C|Dβu|2p+2.
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Thus, from the definition of ϕ2,

1
2

∣∣D2βw
∣∣2 = ϕ2(w)− 4β + 1

4β + 2
(
F (w), D2βw

)
− 4β + 1

4β + 2

∫
T
I(u)

≤ ϕ2(w) + C1

∣∣Dβw
∣∣p+2

+ C ′
∣∣Dβw

∣∣2 ,
i.e. (ii) holds.

The proof of (iii) is straightforward:∣∣D2β+1w
∣∣ ≤ ϕ3(w) + |∂F (w)| ≤ ϕ3(w) + |F ′(w)|∞ |∂u|

≤ ϕ3(w) + C |w|2β .

�

We need one more result, which will be used in the proof of Theorem 4.7.

Lemma 4.5. Let

Ψβ(z) :=
(
D2β (F ′(z)∂z)− F ′(z)D2β∂z − (2β + 1)∂F ′(z)D2βz,D2βz

)
(i) For β > 1

2 we have that, for all z ∈ H2β+1,

(4.3) Ψβ(z) ≤ C|Dz|∞|D2βz|2.

where C depends only on a bound for |Dβz|.
(ii) For β = 1

2 or β = 1, one can improve the estimate above, in the sense that
Ψ1(z) ≤ C1|Dz|4 when β = 1

2 , with C1 depending only on |D1/2z|, and Ψ2(z) ≤
C|D2z|3/2 in the case β = 1, for some C2 depending only on |Dz|.

Remark 4.6. This result can be reformulated as follows. One can construct a
function g = g(r) (depending on β), which, in general, has superquadratic growth
as r →∞, such that

(4.4) Ψβ(z) ≤ Cg(ϕ2(z)),

where C depends only on |Dβz|.

For β > 3
2 , g can be chosen to be linear. For β = 1, g can be chosen to be

sublinear and for β = 1
2 , g can be chosen to be quadratic. What is remarkable is

that in the special case F ′(u) = u and β = 1 or β = 1
2 we get Ψβ(z) = 0, for all z.

The proof of (i) relies on estimates obatined from the product rule and chain rule
for fractional order derivatives, for which we refer to [38], [45], [53]. The improved
estimates mentioned in (ii) are obtained in Section 2.3, so we do not reproduce
them here.

4.3. Resolvent equation. With all these preparations, we are ready to apply the
abstract theorem. Here is how the hypothesis (H) is translated in our context.

Theorem 4.7. Let v ∈ V3 satisfy ‖v‖H2β+1 ≤ r, ε > 0. There exists λ0 = λ0(r, ε)
such that, for all real |λ| < λ0, there exists an unique u = uλ ∈ V3 satisfying

(4.5) u− λD2β∂u+ λ∂F (u) = v,
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ϕ0(u) ≤ ϕ0(v) + |λ| ε,(4.6)
ϕ1(u) ≤ ϕ1(v) + |λ| ε,(4.7)
ϕ2(u) ≤ ϕ2(v) + |λ|(g(ϕ2(u)) + ε),(4.8)

ϕ3(u) ≤
ϕ3(v)

1− ω0 |λ|
.(4.9)

Here g is the function satisfying (4.4), depending on β and the nonlinearity F , and
ω0 can be chosen to depend only on a bound for |Dv|L∞ .

Proof. Fix r > 0 and ε > 0 arbitrarily. Let v ∈ V3, with |v| < r, and choose α0, α1

be positive numbers such that ϕ0(v)+ε < α0, ϕ1(v)+ε < α1. By Lemma 4.4, there
exists θ1 = θ1(α0, α1) such that for all z ∈ Hβ , with ϕ0(z) ≤ α0, ϕ1(z) ≤ α1 implies
|z|1 ≤ θ1.

For the function g defined by (4.4), let mg(t, α) be the maximal solution of the
initial value problem (3.11). Choose

(4.10) α2 ≥ mgε
(τ, ϕ2(v)).

Here τ is sufficiently small (depending only on ϕ2(v)) such that the right hand side
of (4.10) is finite.

From Lemma 4.4 we conclude that there exists θ2 = θ2(α0, α1, α2) such that, for
all z ∈ H2β , with ϕ0(z) ≤ α0, ϕ1(z) ≤ α1, ϕ2(z) ≤ α2 implies |z|2 ≤ θ2.

For later purposes, let

(4.11) ρ = sup{|F ′′(w)∂w| , w ∈ V2, |w|2 ≤ θ2}
and

σ1 = sup{|F ′(w)∂w| , w ∈ V2, |w|2 ≤ θ2},(4.12)

σ2 = sup{
∣∣D2βF (w)

∣∣ , w ∈ V2, |w|2 ≤ θ2},(4.13)

σ3 = sup{
∣∣D2β+1F (w)

∣∣ , w ∈ V3, |w|3 ≤ θ3},(4.14)

where we choose θ3 = |v|3 + 2σ1.
Because F is assumed to be smooth enough (at least in C2β+1), there exists δ =

δ(|v|3, ε) > 0 such that, for all w ∈ V3, |v−w| ≤ δ and |w|j ≤ max{θj , |v|j +σj+1},
j = 0, 1, 2, the following hold true:

|F (v)− F (w)|θ3 <
ε

2
,(4.15)

|D2βF (v)−D2βF (w)|θ3 < ε1,(4.16)

|F ′(v)− F ′(w)|∞θ3(|v|2 + σ3) < ε2,(4.17)

|I ′(v)− I ′(w)|θ3 < ε3,(4.18)

where εj are chosen such that 3ε1 +2ε2 + ε3 <
ε
2 . Let K = sup{|g′(r)|, r < θ3} and

denote λ0 = min{τ, δ
θ3
, 1

ρ ,
1
K }. Consider λ ∈ (−λ0, λ0) , λ 6= 0 be arbitrary but fixed.

Consider the set

(4.19) K = {w ∈ V3| |w − v| ≤ |λ| θ3, |w|j ≤ θj for all j = 0, 1, 2, 3}.

Note that K is a compact convex set in L2(T).
We seek fixed points for the operator Γ : K → X defined by

Γw := (I − λA)−1(v + λB(w)).
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By linearity of A,

Γw = (I − λA)−1v + λ(I − λA)−1B(w).

As we saw in Lemma 4.1, the operator λ(I−λA)−1B is L2 -continuous on bounded
sets in H2β , thus Γ is a continuous operator on K. In order to apply the Schauder-
Tichonov fixed point principle, we have to ensure that Γ leaves K invariant, i.e.

(4.20) Γ (K) ⊂ K.

We now prove (4.20). With v ∈ H2β+1(T) fixed, let w ∈ K be arbitrary. Denote
z = Γw. We will show that z ∈ K. Since

(4.21) z − λD2β∂z = v − λ∂F (w),

we obtain

|z − v|2 =
(
λD2β∂z, z − v

)
− (λ∂F (w), z − v)

= λ
(
D2β∂v, z − v

)
− λ (∂F (w), z − v)

≤ |λ|
(∣∣D2β∂v

∣∣ + |∂F (w)|
)
|z − v|

≤ |λ| (|v|3 + σ1) |z − v| ,

or
|z − v| ≤ |λ| (|v|3 + σ1) ≤ |λ| θ3.

From (4.21) we also obtain

|z|3 =
∣∣D2β∂z

∣∣ ≤ 1
|λ|

|z − v|+ |∂F (w)|

≤ |v|3 + σ1 + σ1 ≤ θ3.

In order to conclude that z ∈ K we only need to show

|z| ≤ θ0,
∣∣Dβz

∣∣ ≤ θ1,
∣∣D2βz

∣∣ ≤ θ2,

or, in view of Lemma 4.4, it is enough to prove

ϕ0(z) ≤ α0,(4.22)
ϕ1(z) ≤ α1,(4.23)
ϕ2(z) ≤ α2.(4.24)

From (4.21), we obtain

|z|2 ≤ (v, z)− (λ∂F (w), z)
= (v, z)− λ (∂F (w)− ∂F (z), z)
≤ |v| |z|+ |λ| |∂F (w)− ∂F (z)| |z|
≤ (|v|+ |λ| ε) |z| ,

i.e. |z| ≤ |v|+ |λ| ε. We conclude that ϕ0(z) ≤ ϕ0(v) + |λ| ε < ϕ0(v) + ε < α0.
Next, multiply (4.21) by D2βz to obtain∣∣Dβz

∣∣2 =
(
D2βz, z

)
= (D2βz, v)− λ

(
D2βz, ∂F (w)

)
= (Dβz,Dβv) + λ

(
D2β∂z, F (w)

)
≤ 1

2

∣∣Dβz
∣∣2 +

1
2

∣∣Dβv
∣∣2 + λ

(
D2β∂z, F (w)

)
.
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Now we can estimate
1
λ

[ϕ1(z)− ϕ1(v)] =
1
λ

[
1
2

∣∣Dβz
∣∣2 − 1

2

∣∣Dβv
∣∣2 − ∫

T

(G(z)−G(v)) dx
]

≤ 1
λ

[
λ

(
D2β∂z, F (w)

)
−

∫
T

(G(z)−G(v)) dx
]

=
(
D2β∂z, F (w)

)
− 1
λ

∫
T

(∫ 1

0

F (τz + (1− τ)v)dτ
)

(z − v) dx

=
1
λ

(z − v − λ∂F (w), F (w))− 1
λ

(z − v, F (v))

− 1
λ

∫
T

(∫ 1

0

F (τz + (1− τ)v)dτ − F (v)
)

(z − v) dx

≤ 1
|λ|

|z − v| |F (w)− F (v)|

+
1
|λ|

∫
T

∣∣∣∣∫ 1

0

[F (τz + (1− τ)v)− F (v)] dτ
∣∣∣∣ |z − v| dx

≤ 1
|λ|

ε

2θ3
|λ| θ3 +

1
|λ|

ε

2θ3
|λ| θ3 = ε.

Thus we conclude
ϕ1(z) ≤ ϕ1(v) + ε |λ| < α1.

The only remaining estimate is for ϕ2(z). Consider γ be an arbitrary number
and let

ϕ(z) :=
1
2

∣∣D2βz
∣∣2 − γ(F (z), D2βz) + γ (I(z), 1)

(we will obtain the value γ = 4β+1
4β+2 to be the useful one, thus ϕ = ϕ2).

Rewrite (4.21) in the form

z − v = λD2β∂z − λ∂F (w).

Then, ∣∣D2βz
∣∣2 =

(
D2βz,D2βv

)
+

(
D2βz,D2βz −D2βv

)
=

(
D2βz,D2βv

)
− (D2β∂z, ∂−1D2β(z − v))

=
(
D2βz,D2βv

)
− 1
λ

(
z − v + λ∂F (w), ∂−1D2β(z − v)

)
=

(
D2βz,D2βv

)
−

(
∂F (w), ∂−1D2β(z − v)

)
=

(
D2βz,D2βv

)
+

(
D2βF (w), (z − v)

)
=

(
D2βz,D2βv

)
+

(
D2βF (w), λD2β∂z − λ∂F (w)

)
=

(
D2βz,D2βv

)
+ λ

(
D2βF (w), D2β∂z

)
≤ 1

2

∣∣D2βz
∣∣2 +

1
2

∣∣D2βv
∣∣2 + λ

(
D2βF (z), D2β∂z

)
+ |λ| ε1.

where ε1 is as in (4.16). Hence

(4.25)
1
2

∣∣D2βz
∣∣2 − 1

2

∣∣D2βv
∣∣2 ≤ λ

(
D2βF (z), D2β∂z

)
+ |λ| ε1.

On the other hand,
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F (z), D2βz

)
−

(
F (v), D2βv

)
=

=
(
F (z)− F (v), D2βz

)
+

(
F (v), D2βz −D2βv

)
=

(∫ 1

0

F ′(τz + (1− τ)v)dτD2βz, (z − v)
)

+
(
D2βF (v), z − v

)
≥

(
F ′(z)D2βz, z − v

)
− |λ| ε2 −

∣∣D2βF (v)−D2βF (w)
∣∣ |z − v|

+
(
D2βF (w), z − v

)
≥

(
F ′(z)D2βz, λD2β∂z − λ∂F (w)

)
+

(
D2βF (w), λD2β∂z

)
− |λ| (ε1 + ε2)

≥ λ
(
F ′(z)D2βz,D2β∂z

)
− λ

(
F ′(z)D2βz, F ′(z)∂z

)
+

(
λD2βF (z), D2β∂z

)
− |λ| (2ε1 + 2ε2),

where ε2 is as in (4.17).
Also,

(I(z), 1)− (I(v), 1) =
∫

T
(I(z)− I(v)) dx

=
∫

T

∫ 1

0

I ′(τz + (1− τ)v)dτ(z − v)dx

=
(∫ 1

0

I ′(τz + (1− τ)v)dτ, λD2β∂z − λ∂F (w)
)

= −λ
(∫ 1

0

I ′′(zτ ) (∂zτ ) dτ,D2βz − F (w)
)
,

where zτ = τz + (1− τ)v,

≤ −λ
(
I ′′(z)∂z,D2βz − F (w)

)
+ |λ| ε3

≤ −λ
(
I ′′(z)∂z,D2βz

)
+ λ (I ′′(z)∂z, F (z)) + |λ| (ε

2
+ ε3)

= −λ
(
F ′(z)∂z, F ′(z)D2βz

)
+ |λ| (ε

2
+ ε3),

where ε3 is as in (4.18).
Putting all the above estimates together, we obtain

1
λ (ϕ (z)− ϕ (v)) ≤

≤
(
D2βF (z), D2β∂z

)
− γ

(
F ′(z)D2βz,D2β∂z

)
+ γ

(
F ′(z)D2βz, F ′(z)∂z

)
−γ

(
D2βF (z), D2β∂z

)
− γ

(
F ′(z)∂z, F ′(z)D2βz

)
+(1 + 2γ)ε1 + 2γε2 + γε3 + γ

ε

2
≤ (1− γ)

(
D2βF (z), D2β∂z

)
− γ

(
F ′(z)D2βz,D2β∂z

)
+ ε

= −(1− γ)
(
D2β∂F (z), D2βz

)
− γ

(
F ′(z)D2β∂z,D2βz

)
+ ε.

Thus,
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1
λ (ϕ (z)− ϕ (v)) ≤

≤ (γ − 1)
[(
D2β∂F (z), D2βz

)
−

(
F ′(z)D2β∂z,D2βz

)]
−

(
F ′(z)D2βz, ∂D2βz

)
+ ε

= (γ − 1)
[(
D2β∂F (z), D2βz

)
−

(
F ′(z)D2β∂z,D2βz

)]
−1

2

(
F ′(z), ∂

(
D2βz

)2
)

+ ε.

= (γ − 1)
[(
D2β∂F (z), D2βz

)
−

(
F ′(z)D2β∂z,D2βz

)]
+

1
2

(
∂F ′(z)D2βz,D2βz

)
+ ε

= (γ − 1)
(
D2β (F ′(z)∂z)− F ′(z)D2β∂z − (2β + 1)∂F ′(z)D2βz,D2βz

)
+ ε,

provided that

−(γ − 1)(2β + 1) =
1
2

which is satisfied precisely for γ = 4β+1
4β+2 , when ϕ = ϕ2.

Using Lemma 4.5 we get the estimate

1
λ

(ϕ2 (z)− ϕ2 (v)) ≤ g(ϕ2(z)) + ε.

This implies (using (4.10) in conjunction with (3.20)

(4.26) ϕ2(z) ≤ mgε
(λ, ϕ2(v)) < α2.

This concludes the proof of (4.20). The Schauder-Tichonov theorem applied to
Γ : K → K gives us the desired fixed point, u = Γu, so that

(4.27) u− λD2β∂u− λ∂F (u) = v.

The estimates for ϕj(z) in terms of ϕj(v) imply (4.6),(4.7),(4.8).
What remains to be proven is the estimate (4.9) for ϕ3(z). We will make use of

the dissipativity of A+BR − ωR, for some ωR ∈ R.
For v and u as above we know that ϕj(u) ≤ αj , j = 0, 1, 2. Then

ωR |u− v|2 ≥ (Au+B(u)−Av −B(v), u− v)

=
(
D2β∂u− ∂F (u)−D2β∂v + ∂F (v), u− v

)
= λ

∣∣D2β∂u− ∂F (u)
∣∣2 +

(
D2β∂v + ∂F (v), u− v

)
≥ λϕ3(u)− (ϕ3(v))

1/2 |u− v| .

Thus
λϕ3(u) ≤ ϕ3(v) |u− v|+ ωR |u− v|2 .

But |u− v| = |λ|ϕ3(u), so we conclude

ϕ3(u) ≤ ϕ3(v) + λωRϕ3(u),

or, equivalently,

ϕ3(u) ≤
ϕ3(v)

1− λωR
.

This completes the proof of Theorem 4.5. �
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Having all the hypothesis in place, we can apply the Abstract Theorem 3.1 and
obtain the global well-posedness for the Cauchy Problem (NDE) in the spaceHs(T),
where s = max{2β, 3

2 + ε}, for some ε > 0 as in Theorem 1.2.

4.4. Uniform bounds for the solutions in the Hβ norm. In the rest of this
chapter we make a few remarks about sufficient conditions that will ensure the
uniform boundedness of the solutions in the Hβ-norm. As we saw in this chapter,
the global existence in time of solutions is intimately related to the existence of a
uniform bound for the Hβ-norm.

If condition (C) holds, that is p < 4β, then we saw in Lemma 4.4 that the
invariance of the ϕ1 along solutions implies the uniform boundedness of |u(t)|Hβ .
Thus, the interesting case remains when p ≥ 4β. For ease of exposition, we will
assume in what follows that the nonlinearity is F ′(u) = up. Then the following
holds true.

Theorem 4.8. (Sufficient conditions for uniform boundedness of solutions in Hβ)
Let p ≥ 4β, q∗ = p−4β+2(≥ 2), and u(t) be a solution of the initial value problem

ut −D2β∂u + up∂u = 0
u(0) = u0.

(i) If |u(t)|Lq uniformly bounded in t ( for some q > q∗), then |u(t)|Hβ is uni-
formly bounded in t.

(ii) There exists a constant C = C(p) such that if |u(t)|Lq∗ < C for all t, then
|u(t)|Hβ is uniformly bounded in t.

In particular, if p = 4β then there exists a constant C = C(p) > 0 such that
|u0|L2 < C implies |u(t)|Hβ is uniformly bounded in t.

Proof. Recall the invariance of ϕ1 along solutions, which holds even for the case
p ≥ 4β:

ϕ1(u) =
1
2

∫ ∣∣Dβu
∣∣2 − cp

∫
up+2, (where cp =

1
(p+ 1)(p+ 2)

)

= ϕ1(u0).

Here and in the subsequent calculations u = u(t). To prove (i), assume there exists
q > p− 4β + 2 ≥ 2 such that |u|Lq is uniformly bounded:

|u(t)|Lq ≤ C for all t.

With the convention u = u(t), we have, for all t,∣∣Dβu
∣∣2
L2 =

∫ ∣∣Dβu
∣∣2

= 2cp
∫
up+2 + 2ϕ1(u0)

≤ 2cp |u|p+2−q
∞ |u|qLq + 2ϕ1(u0)

≤ 2cp

(
C |u|1−

1
2β

L2

∣∣Dβu
∣∣ 1
2β

L2

)p+2−q

|u|qLq + 2ϕ1(u0)

≤ Cp |u|
(1− 1

2β )(p+2−q)

L2

∣∣Dβu
∣∣ p+2−q

2β

L2 |u|qLq + 2ϕ1(u0)

≤ C1

∣∣Dβu
∣∣ p+2−q

2β

L2 + C2,
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where C1, C2 are independent of t, but may depend on p. It is now clear that, since
p+2−q

2β < 2,
∣∣Dβu

∣∣
L2 is uniformly bounded. Thus, |u(t)|Hβ is uniformly bounded

for all t. This completes the proof of (i).
To show (ii) we redo the calculation above , this time for q∗ = p − 4β + 2 ≥ 2.

We obtain, as in (4.28),∣∣Dβu
∣∣2
L2 ≤ Cp |u|

(1− 1
2β )(p+2−q∗)

L2

∣∣Dβu
∣∣ p+2−q∗

2β

L2 |u|q
∗

Lq∗ + 2ϕ1(u0).

= Cp |u|4β−2
L2

∣∣Dβu
∣∣2
L2 |u|

p−4β+2
Lp−4β+2 + 2ϕ1(u0).

We are in the periodic case, where |u|L2 ≤ c |u|Lp−4β+2 , thus we obtain∣∣Dβu
∣∣2
L2 ≤ C(p)

∣∣Dβu
∣∣2
L2 |u|

p
Lp−4β+2 + 2ϕ1(u0).

From this, we clearly get a bound on
∣∣Dβu

∣∣
L2 when C(p) |u|pLp−4β+2 < 1, i.e.

when |u|Lq∗ < C(p)−
1
p we obtain |Dβu| ≤ const(p, u0).

In the special case p = 4β , (q∗ = 2), we have the |u(t)|L2 = |u0|L2 for all times,
thus the (Lq∗ =)L2 - upper bound for the initial data guarantees the uniform bound
for |u(t)|Hβ .

This concludes the proof of the proposition.
�

The bounds presented above may not be optimal. It is known, at least in some
special cases, like (KdV), (BO), that there exist solitary waves ψ(x − ct), defined
for all times, with any prescribed speed c > 0. The remarkable property of these
solitary waves in the case p = 4β is that the L2-norm is independent of their speed.
This value of the norm is the largest possible bound for general initial data which
guarantees the global existence in time of the solution. Thus, the optimality of these
bounds is very much related with the open question of whether smooth solutions
blow-up in the Hβ space in finite or infinite time.
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[20] J. Bourgain, On the growth in time of higher Sobolev norms of smooth solutions of hamil-

tonian PDE, Internat. Math. Res. Notices 6 (1996), 277-304.
[21] J. Bourgain, Periodic Korteweg-de Vries equation with measure as initial data, Selecta Math.,

New Ser. 3 (1997), 115-159.

[22] J. Bourgain, Global Solutions of Nonlinear Schrödinger Equations, American Mathematical
Society Colloquium Publications 46, Amer. Math. Soc., Providence, RI, 1999.

[23] R.C. Cascaval, Global Well-Posedness for a Class of Dispersive Equations, PhD dissertation,

University of Memphis, Memphis 2000.
[24] R.C. Cascaval, J.A. Goldstein, A semigroup approach to dispersive waves, Proc. of the Bad-

Herrenalb Conference, G. Lumer, L. Weis (ed.), M. Dekker, New York, 2001, 225-233.

[25] R.C. Cascaval, Variable coefficient Korteveg-de Vries equations and wave propagation in
elastic tubes, in “Evolution Equations”, G. Goldstein, R. Nagel, S. Romanelli (eds.), Lecture

Notes in Pure and Applied Math 234, 2003.
[26] F.M. Christ, M.I. Weinstein, Dispersion of small amplitude solutions of the generalized

Korteweg-de Vries equation, J. Funct. Anal. 100 (1991), 87-109.

[27] J.E. Colliander, C.E. Kenig, The generalized Korteweg-de Vries equation on the half line,
Comm. PDE bf 27 (2002), 2187–2266.

[28] J. Colliander, G. Staffilani, H. Takaoka, Global wellposedness for KdV below L2, Math. Res.

Lett. 6 (1999), 755-778.
[29] P. Constantin, J.-C. Saut, Local smoothing properties of dispersive equations, J. Amer. Math.

Soc. 1 (1988), 413-439.

[30] M.G. Crandall, T.M. Liggett, Generation of semigroups of nonlinear transformations on gen-
eral Banach spaces, Amer. J. Math. 93 (1971), 265-298.

[31] D. Dix, The dissipation of nonlinear dispersive waves: the case of asymptotically weak non-

linearity, Comm. Partial Differential Equations 17 (1992), 1665-1693.
[32] P.G. Drazin, R.S. Johnson, Solitons: An Introduction, Cambridge Texts in Applied Mathe-

matics, Cambridge Univ. Press, Cambridge, 1989.
[33] L.C. Evans, Nonlinear Evolution Equations in Banach Spaces, Math. Res. Center Tech. Sum-

mary Report No. 1568, Madison, Wisconsin, 1975.

[34] L.C. Evans, Nonlinear evolution equations in an arbitrary Banach space, Israel J. Math. 26
(1977), 1-42.

[35] C.S. Gardner, J.M. Greene, M.D. Kruskal, R.M. Miura, A method for solving the Korteweg-de

Vries equation, Phys. Rev. Lett. 19 (1967), 1095-1097.
[36] J. Ginibre, Y. Tsutsumi, Uniqueness for the generalized Korteveg-de Vries equation, SIAM

J. Math. Anal. 20 (1989), 1388-1425.

[37] J. Ginibre, G. Velo, Existence and uniqueness of solutions for the generalized Korteweg de
Vries equation, Math. Z. 203 (1990), 9-36.



LOCAL AND GLOBAL WELL-POSEDNESS 41

[38] J. Ginibre, G. Velo, Smoothing properties and existence of solutions for the generalized
Benjamin-Ono equation, J. Differential Equations 93 (1991), 150-212.

[39] J.A. Goldstein, Approximation of nonlinear semigroups and evolution equations, J. Math.

Soc. Japan 24 (1972), 558-573.
[40] J.A. Goldstein, Semigroups of Linear Operators and Applications, Oxford U. Press, Oxford

and New York, 1985.
[41] J.A. Goldstein, The KdV equation via semigroups, in ”Theory and Applications of Nonlinear

Operators of Accretive and Monotone Type”, 107-114; Lecture Notes in Pure and Appl. Math.

178, M. Dekker, New York, 1996.
[42] J.A. Goldstein, S. Oharu, T. Takahashi, Semilinear Hille-Yosida theory: the approximation

theorem and group of operators, Nonlinear Analysis, Theory, Methods and Applications 13

(1989), 325-339.
[43] J.A. Goldstein, S. Oharu, T. Takahashi, A class of locally Lipschitzian semigroups and its

application to generalized Korteweg-de Vries equations, (unpublished manuscript), 1994.

[44] T. Kato, Quasi-linear equations of evolution, with applications to partial differential equa-
tions. Spectral Theory and Differential Equations, 27-50; Lecture Notes in Math. 448,

Springer, New York, 1975.

[45] T. Kato, On the Korteweg-de Vries equation, Manuscripta Math. 28 (1979), 89-99.
[46] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equation, in Studies

in Applied Mathematics, 93-128; Adv. Math. Suppl. Stud. 8, Academic Press, New York, 1983.
[47] T. Kato, G. Ponce, Commutator estimates and the Euler and Navier-Stokes equations,

Comm. Pure Appl. Math. 41 (1988), 891-907.

[48] T. Kato, Abstract evolution equations, linear and quasilinear, revisited, in Functional Anal-
ysis and Related Topics, 103-125; Lecture Notes in Math. 1540, Springer, Berlin, 1993.

[49] C. Kenig, G. Ponce, L. Vega, On the (generalized) Korteweg-de Vries equation, Duke Math.

J. 59 (1989), 585-610.
[50] C. Kenig, G. Ponce, L. Vega, Well-posedness of the initial value problem for the Korteweg-de

Vries equation, J. Amer. Math. Soc. 4 (1991), 323-347.

[51] C. Kenig, G. Ponce, L. Vega, The Cauchy problem for the Korteweg-de Vries equation in
Sobolev spaces of negative indices, Duke Math. J. 71 (1993), 1-21.

[52] C. Kenig, G. Ponce, L. Vega, Well-posedness and scattering results for the generalized

Korteweg-de Vries equation via the contraction principle, Comm. Pure Appl. Math. 46 (1993),
527-620.

[53] C. Kenig, G. Ponce, L. Vega, On the generalized Benjamin-Ono equation, Trans. Amer.
Math. Soc. 342 (1994), 155-172.

[54] C. Kenig, G. Ponce, L. Vega, A bilinear estimate with application to the KdV equation, J.

Amer. Math. Soc. 9 (1996), 573-603.
[55] Y. Kobayashi, Difference approximation of Cauchy problems for quasi-dissipative operators

and generation of nonlinear semigroups, J. Math. Soc. Japan 27 (1975), 640-665.

[56] Y. Kobayashi, S. Oharu, Semigroups of locally Lipshitzian operators and applications, in
Functional Analysis and Related Topics, 191-211; Lecture Notes in Math. 1540, Springer

Verlag, 1993.

[57] P. Lax, Outline of a theory of the KdV equation, in Recent Mathematical Methods in Non-
linear Wave Propagation, 70-102; Lecture Notes in Math. 1640, Springer, New York, 1996.

[58] Y. Martel, F. Merle, A Liouville theorem for the critical generalized Korteweg-de Vries equa-

tion, J. Math. Pures Appl 79 (2000), no. 4, 339-425.
[59] Y. Martel, F. Merle, Blow up in finite time and dynamics of blow up solutions for the L2-

critical generalized KdV equation, J. Amer. Math. Soc. 15 (2002), 617–664.
[60] P.I. Naumkin, I.A. Shishmarev, Nonlinear Nonlocal Equations in the Theory of Waves, Trans-

lations of Mathematical Monographs 133, Amer. Math. Soc., Providence, RI, 1994.

[61] S. Oharu, T. Takahashi, Locally Lipshitz continuous perturbations of linear dissipative oper-
ators and nonlinear semigroups, Proc. Amer. Math. Soc. 100 (1987), 187-194.

[62] S. Oharu, T. Takahashi, Characterization of nonlinear semigroups associated with semilinear

evolution equations Trans. Amer. Math. Soc. 311 (1989), 593-679.
[63] H. Ono, Algebraic solitary waves in stratified fluids, J. Phys. Soc. Japan 39 (1975), 1082-1091.

[64] J.-C. Saut, R. Temam, Remarks on the Korteweg-de Vries equation, Israel J. Math. 24

(1976), 78-87.



42 RADU C. CASCAVAL

[65] J.-C. Saut, Sur quelques generalisations de l’equation de Korteweg-de Vries, J. Math. Pure
Appl. 58 (1979), 21-61.

[66] G. Staffilani, On the generalized Korteweg-de Vries- type Equations, Differential and Integral

Equations 10 (1997), 777-796.
[67] G. Staffilani, On solutions for periodic generalized KdV equations, Internat. Math. Res.

Notices 18 (1997), 899-917.
[68] G. Staffilani, On the growth of high Sobolev norms of solutions for KdV and Schrödinger

equations, Duke Math. J. 86 (1997), 109-142.

[69] E. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Inte-
grals, Princeton Univ. Press, Princeton, NJ, 1993.

[70] M. Tom, Smoothing properties of some weak solutions of the Benjamin-Ono equation, Dif-

ferential and Integral Equations 3 (1990), 683-694.
[71] L. Zhang, Local Lipschitz continuity of a nonlinear bounded operator induced by a generalized

Benjamin-Ono-Burgers equation, Nonlinear Anal. 39 (2000), 379-402.

Department of Mathematics, University of Colorado, Colorado Springs, CO 80933

E-mail address: radu@math.uccs.edu


